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Abstract- Methods of structural identification of processes in 
systems of civil engineering with the nonlinearities which are 
belonging to the class of the hysteresis are considered. Methods 
are based on the multiple-informational approach which is 
based on the analysis of static structures, reflecting a condition 
of nonlinear system of identification. The criterion is intro-
duced, allowing making the solution on level of linearity 
(nonlinearity) of processes in parametrical space on set of se-
cants. Algorithms of definition of structural parameters hys-
teresis nonlinearities on the basis of the analysis of properties of 
special static structures are offered. The mode of construction 
of functions of saturation and hysteresis on a class of random 
inputs is developed. 
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Model; Secant 

I. INTRODUCTION 

The processes that flow past in plants of civil engineer-
ing have nonlinear character. Their mathematical formula-
tion becomes complicated action of various exterior and in-
terior perturbations which often have stochastic character. 
All it is reflected in procedure of a choice of structure of the 
mathematical model describing researched processes. Here it 
is necessary to refer to a priori uncertainty rather than both 
ranges of parameters, and operating perturbations. Therefore, 
exposition of processes in plants of civil engineering very 
often applies parametrical methods of estimation. So in [1], 
the method of identification of parameters of Prony series 
according to trials on creep of a linear viscoelastic material 
is offered. Algorithm Nelder-Mead is applied to an estima-
tion of parameters. For study of nonlinear properties of the 
materials applied in plants of civil engineering, the depend-
ences described by functions of saturation and a hysteresis [2] 
can be applied. In [3], properties of systems with a hysteresis 
that can arise in the process of wood handling are study. In 
paper [4] influence on properties of wood of various factors, 
which can be described the nonlinear differential equations c 
saturation, is studied. Influence on properties of soil of such 
parameters as can be described permeability and a water 
stream power by means of the mathematical models also 
containing function of saturation [5]. In [6], influence of 
impurity polluting water for the purpose of an estimation of 
degree of arising risks is research. The predicting model de-
scribed by a polynomial of the second order is for this pur-
pose applied. For an estimation of parameters of model, the 
method of least-squares method is used. In [7], the mathe-
matical model for an estimation of influence organic pollut-
ant, and also climatic conditions is offered. The model is 
static and is used for study of influence of seasonal oscilla-

tions of temperature and humidity of the soil caused by ac-
tual climatic conditions in an aeration zone. The models 
based on methodology of estimation NAPL at building of 
water pools and the analysis of level of reactive impurity, 
were considered in [8]. In [9] the model of an estimation of a 
condition of steel designs in which elements there can be 
hysteresis effect is offered. The review of existing ap-
proaches to construction hysteresis models is spent and their 
generalisation is offered. Modes that approximation of pa-
rameters of a loop of a hysteresis by means of dissipation 
functions are considered. 

In [10] the application that reviews wavelet transforma-
tions to systems of identification of the processes flowing 
past in plants of civil engineering is reduced. Most effec-
tively, this method is applicable to identification to the struc-
tures subject to vibrational actions. Frequency methods of 
identification are considered. The various models describing 
processes of saturation of soil by water are studied in [11]. 
They are based on development of model Leverett-Cassie. 
The analysis of methods of the identification applied in civil 
engineering, on the basis of handling of experimental data is 
fulfilled in [12]. The basic attention is given the stochastic 
methods of identification based on regression analysis, fre-
quency procedures. For exposition of plants of civil engi-
neering, the monography [13] is devoted application of 
models of autoregression moving average models. The pro-
cedures of identification based on use of a finite element 
method, are described in [14]. The review of genetic algo-
rithms, artificial intellect procedures in systems of identifica-
tion of plants of civil engineering is given in [15]. 

From the analysis set forth above follows that in most 
cases parametrical methods of identification are applied to 
construction of mathematical models of processes in plants 
of civil engineering. Thus the model structure is set a priori. 
The problem of structural identification of static plants is 
complicated and in many respects depends on the available a 
priori information [16-18]. Very often, as appears from 
stated above, plants can contain complicated nonlinear ele-
ments. To such nonlinearities the hysteresis and saturation 
belong. With a hysteresis, the set of publications [19, 20] is 
devoted identification of dynamic systems. Basically, the 
dynamic model is applied to hysteresis description the Bouc-
Wen. In the majority of considered works, the problem of 
structural identification is shown to the parametrical. Input 
signals are assumed by the monotone. Other approaches to 
hysteresis definition are considered in [21]. In many systems 
and plants of civil engineering, input signals have irregular 
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(random) character that essentially complicates process of 
structural identification with the specified nonlinearities. In 
particular, it is fair for static systems. The problem of struc-
tural identification of such class of systems with static mod-
els of a hysteresis was not studied. Domination of the para-
metrical approach can explain it. The nonlinearity analysis 
leads to introduction of dependent variables (a problem of 
collinearity) which for improvement of quality of a paramet-
rical estimation are usually excluded. New variables allow 
describing nonlinear parts of system, but existing methods 
do not allow using them effectively. 

The approach to structural identification of static system 
with nonlinearities of type saturation and a hysteresis is 
lower stated at an action of irregular inputs in the conditions 
of uncertainty. It is based on the development of functionally 
multiple approaches offered in [18, 22]. The basis of consid-
ered algorithms and methods is made by decision making 
procedures on a class of linear functions of a special form 
(secants) and structures. Procedure of an estimation of pa-
rameters of nonlinearity is described. Results of modelling 
are bring. 

II. PROBLEM STATEMENT 

Consider plant 

 nnin
T

n ubfUAy ξ++= )( , ,                     (1) 

where Ryn ∈ , k
n RU ∈  is exit and input of system, kRA∈  

is a vector of parameters, Rb∈ , n  is discrete time, Rn ∈ξ  
is a perturbation, ∞≤|| nξ , Ruf ni ∈)( ,  is a function set on a 
class hysteresis of models hF , described by static depen-
dence. Elements niu ,  of vector nU  represent limited irregular 
(nonmonotone) extremely nondegenerate functions. 

For (1) the measuring information is known 

 }],,0[,,{)(I ∞<=∈= NNJnUyN Nnno         (2) 

and map }{}{: nno yU ×Γ  NJn∈∀  corresponding to it describ-
ing an observable informational portrait [18]. 

Consider at first a case when )(sat)()( ,,, ninisni uufuf ==  

there is a function of saturation ))(( , hsatnis uf FF ⊂∈  
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where ,α β
 
there are some numbers.

 
The problem is put: on the basis of analysis oo Γ,I

 
to es-

timate structure of plant (1), (3). It means that it is necessary 
to estimate degree of linearity and form of function )( ,nis uf .

 
III.

 
STRUCTURAL IDENTIFICATION OF PLANT (1)

 
WITH 

satnis uf F∈)( ,
 

A. Estimation of Degree of Linearity of Plant (1), (3) 

Consider a contraction of observable informational por-
trait Uuo

u
o i

i
∈

Γ⊂Γ  ki ,1=∀  and for every iu
oΓ  constructs a 

secant 

niii uauy ,),( =γ , 

where ia is some real number. 

Introduce set on (2) set of secants for oΓ  

},1),({),(S kiuyyU i =∀= γ . 

Definition 1: [23] A field of structures SS  of system (1) 

name a set of maps }{}{),( yuuy ii ×⊂γ  ki ,1=∀  on Euclid-
ean plane Ε  ),(S yUS =S . 

Designate T
nknnnnnn uyuyuy )],(,),,(),,([ ,,2,1 γγγ =Φ  

and consider the equation 

 n
T

ny ΦΨ=ˆ ,                                (4) 

where vector kR∈Ψ  is defined by means of a method of 
least squares so that to minimize an error of forecasting ny . 
Estimation Ψ  exists owing to the suppositions made in Sec-
tion 2 concerning input Un

k
n RU ∈

. 

Theorem 1: [23] Consider a vector of informative vari-
ables  and a field of structures SS  for (1), (3), set on 
set of secants ),(S yU . Then the field of structures SS  of Sys-
tem (1), (3) is full, if 

 1
1

=∑
=

k

i
iψ ,                                   (5) 

where iψ  is i -th element of vector Ψ  in (4). 

The Theorem 1 gives linearity sufficient conditions 
(nonlinearities, collinearity) systems (1), (3) on the set field 
of structures SS . If the condition (4) is fulfilled, that field SS  
is full and, therefore, SS  is a linear span of an exit of system 
(1). Otherwise, the solution is made on presence of nonlin-
earity or collinearity (autocorrelations) in system (1). 

Let 

χψ =∑
=

k

i
i

1

. 

Then magnitude 1)( −=Ψ∆ χ  name level of nonlinearity 
of system (1), (3) in parametrical space ),( BA=PP . 

B. Set for Structure )( ,nis uf  Estimation 

Consider model 
n

T
sns UIay ˆˆ , = ,
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where Ras ∈ˆ , mRI ∈  is an unit vector. 

Designate through nnsn yye −= ,ˆ  a variable which con-
tains the data about )( ,nis uf . Choice niu ,  realize so as to en-

sure maximum value of factor of determination 2
, iuer  between 

ne  and niu , . 

Generate set },,{I NnUe nne ∈= . Introduce factor 

ni

n
isnue u

enuekk
i

,
,, ),,( == . 

NJ  will order nue i
k ,,  increase. Receive set }{ v

qk , 

where ),,( quekk is
v
q = , ],0[ NJq v

N =∈ . To every v
qk  there 

corresponds value v
qe . Receive },{I v

q
v
q

v
k ke= . Consider on v

kI  

map }{}{:,
v
q

v
q

v
ke ek ×Γ  and structure v

ek,S  corresponding to it. 

Structure v
ek,S  has been introduced in [22] that describe 

processes in nonlinear system of identification. The analysis 
of properties v

ek,S  is given in [22, 24]. 

Now the problem consists in an estimation of structural 
parameters of function )( ,nis uf  on the basis of the analysis of 

properties v
ek,S . 

Remark 1: In spite of the fact that structure v
ek,S  has a 

general view for a wide class of nonlinearities, it reflects 
features, characteristic for each class of nonlinearities. 

C. Decision-making on Structure of Function )( ,nis uf  

Results
 

of modelling show that structure v
ek,S

 
for the 

functions belonging to class hF , has the same form (Fig.
 
1). 

Therefore,
 

for
 

decision-making on a
 

form of function 
Ruf ni ∈)( ,  

work in some criterion,
 

Introduce
 
an index [22]

 

 v
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v
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v
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v
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qk k
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=
∆

= +1
,µ ,                     (6)

 

which
 
define a relative rate of change of factor v

qk
 
on set v

k
I . 

The analysis of modification 
qsk ,

µ
 
allows defining

 
the mo-

ment of change of derivative v
qk . In [22, 24] qk,µ

 
it was ap-

plied to definition of the moment of transition of function 
)( ,nis uf

 
in a saturation state. By analogy introduce vari-

able qe,µ .
 Consider structure

 
ek µµ ,S

 

defined on set }{}{ ,, qeqk µµ × .

 

   

 
then satniuf F∈)( , .

 In Fig.

 

1,

 

examples

 

of structures v
sek ,,S , v

ek sgn,,S

 

for 
)( ,1s nuf

 

and signum function )( ,1sgn nuf

 

which gain from (3) 
as a special case are shown. From Fig.

 

1 it is visible 
that v

sek ,,S , v
ek sgn,,S

 

have almost identical structure.
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Fig. 1 v
ek,S -structures for system (1) with )( ,1 ns uf , )( ,1sgn nuf

 
In Fig.

 

2,

 

structure sgn,, ek μμS ,

 

which characterizes a sys-

tem status of identification with function )( ,1sgn nuf ,

 

is shown. 
The area about coordinate origin sO

 

corresponds to

 

transi-
tion of function )( ,1 ns uf

 

in saturation. Despite the fact that, 

structure 
ek µµ ,S

 

is presented in other space, it is possible to 

observe some correspondence with structure v
ek,

S . It confirms 

legitimacy of introduction of structure
ek µµ ,S .
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Fig. 2 

ek µµ ,S -structures of system of identification with )( ,1 ns uf , )( ,1sgn nuf

 
Consider now a fragment about coordinate ori-

gin sμμsat ek
O ,,S⊂ , defined on interval ];[ ,,, lkrkqk µµµ −∈ .

 
Statement 1:

 

Consider a neighbourhood of zero sO

 

of 
structure sek ,,µµS , defined on interval ];[ ,, lkrk µµ− . Then

 

Theorem 2: If 
ek µµ ,S contains fragment 

ek µµ ,SPLqst ⊂

on which modification qe,µ has quasistationary character, 
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D. Structure )( ,nis uf  Identification 

Analyse v
ek,S  for an estimation of structural parameters 

of function satqis uf F∈)( , . For decision-making on the 

nonlinear dependence describing structure v
ek,S , construct 

model (secant) 

 vv
q

vv
q

v
qq bkake +== ),(γγ ,  

where vv ba ,  are from a condition 

 vv
q

v
q

ba
bae

vv **
2

,
,)(minarg =−γ .  

Select fragment v
ek,S∈αS  which passes parallel qγ . To it 

there corresponds set },,{I v
N

v
q

v
q JJqke ⊂∈= αα  on which 

parameter α  is estimated. Owing to construction of set v
kI  

fragment αS  is arranged in right parts v
ek,S  [22]. On set ,Iα  

applying regression model αααα γγ bkak v
q

v
qq +== )(, , by 

means of least squares method defines parameters αα ba ,  
and suppose αα a=ˆ . So, the estimation of parameters α  in 
(3) is received. 

More thin approach is demanded by an estimation of pa-
rameter β  in (3). Direct allocation of a corresponding sub-
set (fragment βS ) from structure v

ek,S  is interfaced to certain 

difficulties. It is connected by that map v
ke,Γ  often has irregu-

lar character and on some interval JJ ⊂β  qiu ,  and )( ,qis uf  
coincide. Therefore, for shaping the informational set con-
taining the demanded data, it is necessary to attract indirect 
criteria. 

Apply indicator qk,µ  (6). The analysis of modification 

qk,µ  allows defining the moment of change of derivative v
qk  

that is the beginning of transition of system in saturation. 

For definition of the interval containing the information 
on parameter β , apply the following approach [22, 24]. On 
the basis of a modification of indicator qk,µ , generate set 

},,{I v
N

v
q

v
q JJqke ⊂∈= ββ  on which qk,µ  has stationary 

character. Using a least squares method on βI  find the se-

cant v
ek,S  

 βββ γγ bkake v
q

v
q

v
qq +== ),(,                   (7) 

and name interval JJ ⊂β  identifying if on βJ  the coeffi-

cient of determination satisfies to condition βε≥
2

, vv ke
r , 

where 0>βε  there is some set number. If the specified con-

dition is not fulfilled, change boundaries of set βJ . Consider-

ing that βa  is an estimation of input niu , , receive ββ a=ˆ . 

The problem of a membership of the received structure 
of function )( ,nis uf  to class hsat FF ⊂  is not less important. 
For description, hysteresis curves introduce following pa-
rameters [21]: 

1) diameter )( ,nis uf  

 |)()(|sup)(diam ,,
),(

, lj
Nlj

nisnis
Jnn

nis ufufuf −=
∈

,  lj ≠ ;  

2) distance 

 ||min),( ,,),(,, lj
Nlj

lj niniJnnnini uuuud −=
∈

.         (8) 

)(diam ,niuf  defines a function range. On the basis of the 
analysis of distance ),( ,, lj nini uud  it is possible to establish a 
class to which research function belongs. For diameter it is 
received 

 αβ ˆˆ)(diam , −=niuf .  

As elements, nni Uu ∈,  are assumed irregular. The 
evaluation of a distance on the basis of (8) can state an incor-
rect estimation. Apply for this purpose the analysis of set v

kI . 
The theorem [22, 24] is fair. 

Theorem 3: Let Rkk k
L
k

v
q

v
q lj

⊂Ω⊆Ω∈),( , where v
q j

k  

there is monotonically varying function, lj ≠ , L
kΩ  is an 

interval corresponding to growth of function )( ,nis uf  on 

plane ),( v
q

v
q ek . Then 

 ||min),(
),(

,,
v
q

Jqq
qiqi jlv

Nlj
lj

kuud ∆≥
∈

η ,  

where 

 
||max

||min ,

v
q

k

qi
Jq

jL
k

v
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Nl

k

u

Ω∈

∈
−

=
π

η ,   0>π .  

If ε≤),( ,, lj qiqi uud , 0≥ε  and 0≥∆ v
qe  for almost 0≥∀q , 

then satnis uf F∈)( , . 

Remark 2： For function )( ,nis uf  it is possible to con-
struct sector, that is area to which can belong )( ,nis uf . For 
this purpose, apply the approach offered in [22]. 

Remark 3： Using received parameters βα, , on the ba-
sis of the Theorem 2 and Statements 1 it is possible to con-
struct function )( ,nis uf  set on qk,µ . The example of the re-
ceived structure of Function (3) in space ),( , sqk fµ  is shown 
in Fig.3. Input qu ,1  is here too reduced. 
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Fig. 3 Identification )( ,1 qs uf  on the basis of structure sek ,,µµS  analysis 

So, the method of an estimation of structure of function 
)( ,nis uf  in the conditions of uncertainty on the basis of 

analysis v
k,e

S  is offered. 

Construction of an estimation of function )( ,1 qs uf  on the 
basis of results of identification on a class of irregular inputs 
represents a problem. In this case, apply the method of or-
dering, offered in [22]. 

E.
 

Example
 

Consider System (1) with TA ]5.125.14.0[= , 35.0=b , 
3.0|| ≤nξ .

 
Elements of vector nU

 
represent the stochastic

 

variables having a final variance and expectation. Parameters 
of nonlinearity )( ,1 ns uf

 
in (3): 5.1=α , 5.2=β . Structure 

v
ek,S

 
is shown on Fig.1. Results of decision-making on form 

of function )( ,niuf
 
are shown

 
on Fig.2. For estimation α

 

select structure v
ek,S

 
fragment on interval ]5.0;36.0[

 
of 

modification v
qk

 
and define secant αααα γγ bkak v

q
v
qq +== )(, ,

 

where 51.1ˆ ==ααa , distance 007.0=d . Application of the 
Theorem1 gives that 0)( ≠Ψ∆ . Hence, system is nonlinear.

 

For determination of parameter β

 

calculate indicator 
qk,µ

 

according to (6). On the basis of modification qk,µ

 

select an interval on v
qk , equal ]022.0;158.0[ −− , and receive 

a secant (7) with parameters 48.2ˆ == ββa , 0=βb .

 

On the basis of the identified parameters and application 
of a method of ordering of function of saturation on a class 

of irregular inputs [22], estimation )(ˆ
,nis uf

 

of function 

)( ,nis uf

 

is received. )(ˆ
,nis uf

 

is shown in Fig.

 

4. 
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Fig. 4 Function )(ˆ
,1 ns uf  before and after application of operation of order-

ing nu ,1  

Through )(ˆ
,nis uf  and )(ˆ

,τis uf  estimations )( ,nis uf  before 
and after application of a method of ordering are designated. 
The results of applications of the Theorem 2 and Statements 
1 are show in Fig. 3. 

Remark 4: Definitive estimations on parameters of func-
tion )(ˆ

,1 ns uf  receive only at a stage of parametrical identifi-
cation of System (1), (3). 

Will pass now to the more general case when hniuf F∈)( ,  
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where ∞<),( tb αα , ∞<),( tb ββ , 0>d . 

IV. STRUCTURAL IDENTIFICATION OF PLANT (1) WITH 

hnih uf F∈)( ,  

F.
 

Structure v
k ±,SK

 
Consider System (1), (9). Generate set eI . The problem 

consists in definition of set of parameters ),,,,( dtbtb ββαα
 of function )( ,nih uf

 
on the basis of analysis eI .

 Find the first difference ninini uuu ,1,, −=∆ +

 

and

 

divide

 
eI

 into two subsets

 −+ ∪= ,, III eee ,

 
where

 
},0|,{I),( ,,,, >∆∈∈=∈ + nininenin uRuReue

 
},0|,{I),( ,,,, ≤∆∈∈=∈ − nininenin uRuReue
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eee I#I#I# ,, =+ −+ . 

Generate sets )I(I),I(I ,,,, −−++ e
v
ke

v
k  ordered on ,,

v
qk +  v

qk −, . 

Consider structure v
ek,

S  set by map }{}{:,
v
q

v
q

v
ke ek ×Γ . In [22], it 

is shown that analysis v
ek,

S  can appear insufficiently for 

structure )( ,nih uf  estimation. Therefore consider map 

}{}{: ,,,
v
q

v
q

v
k kk +−± ×Γ  and structure v

k ±,SK  corresponding to it. 

Designate through v
qk

J
−,

 an interval of modification v
qk −, . 

Let v
q

v
q kk

JJ
−−

⊂
,,

 there is some subinterval v
qk

J
−,

. 

Definition: Structure v
k ±,SK  contains an islet of level η  

if for v
qk

v
q Jk

−
∈∀ −

,
,  v

qk +,  is quasistationary. 

Designate an islet of level η  through v
k ±⊂ ,SKηIS . 

Theorem 4: [22] If function )( ,nih uf  is described by the 

Equation (9), structure v
k ±,SK  contains islets

ρηIS , 1≥ρ . 

Breadth ηIS  (range of definition )(rng ηIS ) is a basis for 
an estimation of a distance of function )( ,nih uf . As )(rng ηIS  
is defined on a range of irregular input niu ,  directly to define 
a distance on the basis of (8), analyzing ηIS , it is impossible. 
Apply the following algorithm AD of finding of a distance. 

Algorithm AD: 

1. Select islet ηIS  on v
k ±,SK  and to define )(rng ηIS . 

2. On the basis of handling vv
kk −+ ,,

I,I  receive correspond-

ing ηIS  subsets of inputs }{
1, +qiu , }{

2, −qiu . 

3. Find distance estimation 

||min),(ˆ
21

21
21 ,,,,, −+−+ −= qiqiqqqiqi uuuud .       (10) 

Remark 5: Indexes +, - specify in sets vv
kk −+ ,,

I,I  on 

which basis values of input qiu ,  are received. 

Remark 6: Indexes 21,qq  specify in diversity on time of 
values qiu , . 

To distance estimation, apply the Theorem 3. 

Remark 7: Islets ϑIS  can contain and structure v
k,e

S , but 
their allocation and interpretation demands carrying out of 
additional research. 

1ϑIS  (See Fig. 5). 

G. Definition of Parameters tbtb ββαα ,,,  

As the distance estimation is received, be limited to de-
termination of estimations only one of the pairs of parame-
ters ),( bb βα  or ),( tt βα .  

The problem of estimation ),( tt βα  on a class of irregular 
inputs is uneasy. Therefore consider one of possible proce-
dures of determination of parameters. It is based on the fol-
lowing algorithm βα ,A  of decision-making which allows 
decreasing influence of an irregularity of input +qiu , . 

Algorithm βα ,A  

1. Construct structure v
ek,

S  set by map }{}{:,
v
q

v
q

v
ke ek ×Γ . 

2. Add to v
ek,

S  secants −+ qq γγ ,  corresponding to struc-

tures v
ek +,

S , v
ek −,

S , set by maps 

 }{}{:,
v
q

v
q

v
ke ek −−− ×Γ , }{}{:,

v
q

v
q

v
ke ek +++ ×Γ ,  

where 

 vv
q

vv
q

v
qq bkake ++++++ +== ),(γγ , vv

q
vv

q
v
qq bkake −−−−−− +== ),(γγ . 

3. Select fragment vP
+

⊂+ ek
v

ek ,, S  (accordingly vP
−

⊂− ek
v

ek ,, S ) 

which corresponds to growth v
ek +,

S , and generate 

set }{)( ,, ++ = qi
v

eki uU P . 

4. Exclude from +U  elements, using procedure 

 ++ ∈ iqi Uu ~}{ , , ++ ⊂ ii UU~ , )},(Sec|{~
, −+++ ∈= qq

v
qqii euU γγ ,  

where ),(Sec −+ qq γγ  there is a sector limited to straight lines 

−+ qq γγ , . 

5. Designate 

 +
∈ ++

= qiUut u
iqi

,~
,
minα̂ ,   +

∈ ++
= qi

Uu
t u

iqi
,~

,
maxβ̂ .  

So, the structure of function )( ,nih uf  is defined. The re-
ceived estimations of parameters of structure )( ,nih uf  are 
preliminary and are subject to an improvement at a stage of 
parametrical identification of system (1), (9). It is necessary 
to apply the methods stated in [22] to an estimation of ade-
quacy of the received structure of function )( ,1 nh uf . 

H. Example 

Consider System (1), (9) with TA ]25.29.0[= , 35.0=b , 
3.0|| ≤nξ . Elements of vector nU  are the stochastic vari-

ables having a final variance and expectation. Parameters of 
nonlinearity )( ,1 nh uf  in (9): 6.1=α , 2.2=β , 3.0=d , 

6.1=tα , 2.2=tβ . Choice of parameters βα,  realize on the 
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basis of the analysis of structure v
k ±,

SK  which is shown on 

Fig.5. Interval estimations for βα,  

]61.1;47.1[ˆ =α , ]2.2;18.2[ˆ =β . 
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Fig. 5 Structure v

k,±
SK  example 

-0,10 -0,05 0,00 0,05 0,10
-0,15

-0,10

-0,05

0,00

0,05

0,10

0,15

0,20

1,5

2,0

2,5

3,0

 

v
qu ,1

v
qu ,1

tβ̂

tα̂

−qγ
 

−+ qq γγ ,

−+ qq γγ ,

+qγ

 

vP
ek

v
ek ,, S⊂

vP
ek

v
ek ,, S⊂

 

v
qe

v
qe

 

v
qiu ,

v
qiu ,

 

v
qk

v
qk

Fig. 6 Estimation of parameters tα̂ , tβ̂  

1,0 1,5 2,0 2,5 3,0 3,5
1,50

1,75

2,00

2,25

2,50

 

)(ˆ
,1 nh uf

)(ˆ
,1 nh uf

 

)(ˆ
,1τufh

)(ˆ
,1τufh

τ,1u
nu ,1

 

)(ˆ
,1 nh uf

)(ˆ
,1 nh uf

 

)(ˆ
,1τufh

)(ˆ
,1τufh

 
Fig. 7 Results of identification of function )( ,1 nh uf  

Distance estimation fulfil by means of the Theorem 3 on 
the basis of the analysis of values −+ 11 ,, , qiqi uu  corresponding 

to islet 1IS . 44.0ˆ =d . Apply algorithm βα ,A  (Fig. 6 see) and 

receive following estimations ,63.1ˆ =tα ,24.2ˆ =tβ  
57.0diam = . In Fig.7, the form of Function (9) after identi-

fication and application of a method of ordering [22] is 
shown. From Fig.7, it follows that before application of op-
eration of ordering by the form functions )(ˆ

,1 nuf  are diffi-
cult for making an inference about its structure. More regular 
form carries )(ˆ

,1τuf . 

On Fig.7 the same labels, as on Fig.4, are used. 

V. CONCLUSION 
The structural space is selected, allowing estimating

 structure of nonlinear processes of civil engineering. The 
criterion for decision-making on degree of linearity (nonlin-
earity) of processes is offered.

 
The method of structural identification of static processes 

with saturation and hysteresis functions in systems of civil 
engineering is developed. The method is based on the analy-
sis of properties of the special structure describing a state of 
nonlinear system of identification. The criterion for classifi-
cation hysteresis nonlinearities is offered.

 
Algorithms of an estimation of structural parameters of a 

hysteresis in the conditions of uncertainty are developed. 
The estimation for diameter and a distance of function of 
saturation and a hysteresis is received at irregular inputs. The 
theorem allowing on the basis of an estimation of diameter 
to refer nonlinearity to one of subclasses hF

 
is proved.

 
The mode of construction of functions of saturation and 

hysteresis on a class of random inputs is developed. Results 
of modelling confirm efficiency of the offered methods.
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