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Abstract- Many experimental studies have been built to investigate social dilemmas. There are some clues in these studies that can be 

used to create mechanisms to overcome social dilemmas. This research deals with a simulation model that uses a mechanism of 

sharing aspiration based on some of such clues, i.e., individuals’ expectations, information seeking and communication, obtained 

from previous experimental studies on social dilemmas. A mechanism of sharing aspiration is combined with a learning process to 

promote cooperative behavior in a group. Simulation results show that the mechanism of sharing aspiration shaped by learning can 

promote cooperative behavior in a group. 
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I. INTRODUCTION 

The tension between individual interests and collective interests is a primary concern in social dilemmas. Individuals in 

social dilemmas are better off by contributing nothing or very little of one’s own resources to the public goods. However, if all 

group members act in this way, public goods will not be provided. Also, self-interested individuals can take advantage of 

cooperative individuals (the individuals who contribute to the provision of public goods) [1].  

Laboratory experimentation has been conducted to investigate this issue. On one hand, there are some experimental studies 

related to the role of a leader in a group. The results suggest that the effectiveness of the leader’s role to improve the 

cooperative behavior in a group not only depends on the leader’s characteristics but also depends on individuals’ expectations 

[2, 3]. On the other hand, information seeking and communication are also related to solving social dilemmas. Accessibility of 

information refers to the individuals’ strategies, that is, people have clear preferences of particular pieces of information and 

that information preferences vary systematically across individuals as a function of their contribution strategies [4]. When the 

information about aggregated contribution to the public is provided, the cooperative behavior of individuals would vary from 

strong co-operators to strong free riders [5]. 

The interaction of individual opinions in group discussion can improve the cooperative behavior [6]. This interaction is also 

known as communication effect on cooperation [7]. As long as communication persists, cooperation rates are high and stable. 

Conversely, without communication, cooperation rates gradually decline. The communication is achieved in subsequent 

periods, which allowed the individuals to share information and reach a better understanding of their tasks [8]. 

As we can see in the above findings of experimental studies on social dilemmas, individuals’ expectations, information, 

and communication have an important role in order to spur cooperative behavior in social dilemmas. However, this role also 

depends on the way that individuals identify, discuss, and commit to make cooperation possible [8]. The identification is 

related to the way that individuals perceive others in terms of similarities and closeness. The more similar and closer the 

individuals are, the easier the communication happens. The discussion is about the cues on the character and motives of 

individuals that are exchanged during the communication process. If the cues of the character and motives are about “the 

dilemmas”, the cooperative behavior could be improved. Conversely, the cooperative behavior could be decreased if the cues 

of the character and motives are not about “the dilemmas”. The commitment is a promise to keep cooperative behavior during 

the interaction. All these factors would determine the level of cooperation in the social dilemmas. 

In line with laboratory experimentation to investigate the social dilemmas, game theory has formalized the issue as 

cooperation problems. The problems are represented as a mixed-motive two-person game, i.e., prisoner’s dilemma game or n-

person game, i.e., public goods game. In recent studies, the analysis of the games has been shifted from high game theory to 

low game theory. In high game theory the players are modeled as hyper rational. In low game theory the players are modeled 

as simple adaptive learners [9]. The interpretation of the player as a learner has resulted in a number of learning models such as 

Bush-Mosteller Stochastic learning model [10]. This model is also known as reinforcement learning model, which is designed 

to capture the “Law of Effect” [11]. Positive reinforcement increases the tendency to play an action, while negative 

reinforcement decreases it. Positive or negative reinforcement is judged by a cognitive factor to stimulate their action. The 

standard cognitive factor is aspiration level. The difference between payoff and aspiration level will generate a stimulus. This 

aspiration level is not static but evolves slowly as a player gains experience.  

The variant of this model, i.e., payoff matching model, has successfully described human behavior in experimental studies 

of social dilemmas [9, 12, 13]. This model predicts that players will learn to cooperate depending on the payoff structure. In 
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the theoretical analysis and simulation approach, a large number of researches have been examined to solve the prisoner’s 

dilemma game. The results showed that cooperative behavior could emerge and survive in the long run. However, the 

emergence of cooperative behavior depends on certain payoff conditions [14], sufficiently slow speed of updating the 

aspiration level [15], or a combination of these two factors [16].  

Based on the above information, we claim that there are three crucial factors to overcome social dilemmas, i.e., individuals’ 

expectations, information and communication. We use these three factors to develop a mechanism of sharing information, i.e., 

sharing the level of aspiration. In a group, people may have different aspirations toward their relationship. We can consider this 

aspiration as a goal or an expectation which is what the people are willing to achieve. We assume the members of the group 

can interact (communicate) with each other to share their aspiration level (goal or expectation). The information that one 

person would use depends on the closeness of this person to another person. We adopt a social comparison theory [17] to build 

a mechanism for sharing information. The information that has been received by one person is used to update his/her aspiration 

level by comparing with his/her current aspiration level. This concept reflects a process that involves identification, discussion 

and commitment within the interaction. 

We combine the sharing aspiration process with the learning process. The discrepancy between the current payoff and the 

aspiration level will generate a stimulus, which would be used to update the probabilities of the actions. We use three models 

of learning, i.e., Roth-Erev, Borgers-Sarin, and Satisfying, which are based on stimulus-response mechanism shaped by a 

learning force. This situation reflects the fact that people may learn with different models of learning. Within this framework, 

we want to promote the cooperative behavior in a group. The rest of the paper is organized as follows: in Section 2, we 

describe the public goods game that represents the social dilemmas; in Section 3, we discuss three learning models that use a 

stimulus-response mechanism shaped by learning forces; in Section 4, we build the sharing aspiration mechanism; in Section 5, 

the results of simulation of several scenarios are shown and Section 6 concludes with a summary and discussion of the results.   

II. PUBLIC GOODS GAME 

A conflict situation in a group can be modeled as a Prisoner's Dilemma (PD) game. In contrast to the more familiar PD 

game in which the strategy space of each player is binary (cooperate/defect), the strategy space in in-group conflict that we 

consider here is discrete. Consider a group consisting of   players. Assume that each player has the same endowment denoted 

by  . At each time  , every player is faced with a decision of allocating   units of his/her endowment. We assume the strategy 

space is any discrete number that does not exceed the endowment. This assumption can be made more general if the strategy 

space is continuous, i.e. any fraction does not exceed the endowment [18]. 

Let    be the amount contributed by player  , where       *       +, and let   ∑   
 
   be the total contribution of 

  players. The payoff of player   at time   is given by, 

   ( )  (    )   
 

  
 (1) 

where   is public good that all of   players generate if each player contributes his/her entire endowment  . The second term in 

Eq. (1) is equal to zero if each player contributes nothing, equal to   if each contributes his/her entire endowment  , and equal 

to some intermediate value between   and   if       *   +. The game has the PD property if       , the equilibrium 

solutions for player   is to contribute nothing, i.e.,      [19].  

III. ASPIRATION-BASED LEARNING MODELS 

In this section we describe three models of learning based on aspiration. In these models, players’ behaviors are based on 

two properties. First, they have a stimulus, i.e., the discrepancy between payoff and aspiration level which divides outcome 

into two subsets, i.e., satisfactory and unsatisfactory. Second, players learn via trial-and-error, and become more inclined to try 

actions that satisfy their aspiration level and less likely to try those that do not. Aspiration level is endogenous, i.e., they adjust 

to a player’s experience (payoff).  

Figure 1 shows a scheme of the learning models [16]. A player takes an action based on the probability of the action. 

Aspiration and the payoff will generate a stimulus of the action. Positive outcomes increase the probability that the associated 

action will be repeated, while negative outcomes reduce it. In this sense, the stimulus of a player will encourage him/her to find 

a “good” action (in this game is to contribute to public goods). In real life situations, an individual will receive a stimulus from 

a discrepancy between achievement (outcome) of his/her works and what he/she expects from the work (aspiration). However, 

the real life situations involve a random exposure to environmental variables and humans are sometimes inertial, i.e., they do 

not invariably adapt or learn as well. To accommodate these circumstances, we can introduce randomness to extend the models. 

Thus with probability   , a player does not adjust his/her probability in a current period. With probability   , a player may not 

adjust his/her aspiration level and after having decided which action to undertake, he/she may select the wrong action with 

probability   . However, the current research does not consider this extended model and it will be considered in future research.   
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Fig. 1 Scheme of Aspiration-Based Learning Model 

Let   ( ) be the aspiration level for player   at time  , let    (   ) be the probability of an action       for player   at time 

 , and   ( ) be a payoff for player   at time  . A stimulus associated with payoff   ( ) and aspiration level   ( ) for taken an 

action     for player   is   ( )    ( )    ( ). We described the three learning models and differences among them as 

follows. 

A. Roth-Erev Learning Model 

This model uses the propensity to evaluate the probabilities of an action [9, 12, 13]. The actions that have been played and 

have succeeded tend to be played with greater frequency than those that have been less successful over time. Let   (   ) be the 

propensity of an action     at time  . The propensity to take an action     for player   is updated by setting: 

If action   was chosen at  , 

   (     )      *  (   )  (   )  (   )  ( )+ (2) 

Otherwise, 

   (     )      *  (   )  (   )     ( )+ (3) 

Parameter     is a technical parameter to ensure that propensities remain positive. Parameter   slowly reduces the 

importance of past experience and parameter   prevents the probability of choosing any action from going to zero. The 

probability of choosing action     at time   for player   is proportional to past average propensities, 

    (   )  
  (   )

∑   (   )   
        (4) 

The aspiration level is linearly adjusted in the direction of outcome experienced,  

If   ( )    ( ) 

   (   )  (   
 )  ( )   

   ( ) (5) 

If   ( )    ( ) 

   (   )  (   
 )  ( )   

   ( ) (6) 

The parameters    and    control the adjustment of the aspiration level following negative and positive rewards. 

B. Borgers-Sarin Learning Model 

This model directly uses stimulus to update the probability of an action [20]. The actions that are successful today are more 

likely to be used tomorrow. Unsuccessful actions are less likely. The stimulus, i.e., the discrepancy between payoff and 

aspiration level, is used as a threshold that divides all possible current payoffs into successful and unsuccessful ones, hence 

indicating which actions are coded as success and which as failures. A player’s aspiration level itself adjusts to experience, and 

reflects prior payoffs.    

The probability of choosing action     at time   for player   is given as follows, 

If   ( )     and   was chosen at  , 

    (     )  (     ( ))   (   )     ( ) (7) 

Otherwise, 

    (     )  (     ( ))   (   ) (8) 

If   ( )    and   was chosen at  , 

    (     )  (     ( ))   (   ) (9) 

Otherwise, 
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    (     )  (     ( ))   (   )     ( ) (10) 

The parameter   controls the effect of rewards in    (     )  We normalize the value of   ( )  by dividing it with 

      ,  ( )    ( )   ( )-. This value guarantees that the absolute value of    ( ) always lies between zero and one. The 

aspiration level is also linearly adjusted in the direction of outcome experienced, 

   (   )  (   )  ( )     ( )   (11) 

where      . 

C. Satisfying Model  

This model is inspired by the theory of satisfying behavior stating that players tend to get satisfied rather than optimize [21]. 

Instead of choosing a strategy giving the highest payoff, a player sets a reference point representing the payoff level he/she 

wants. This reference point is called aspiration level. The player searches a strategy giving his/her payoff higher than the 

aspiration level. Once he/she finds such a strategy, he/she keeps the strategy at the next step. Otherwise, he/she drops the 

strategy and chooses an alternative randomly at the next step.   

Each player   will make decision based on following criteria [22]: 

If   ( )    , 

  (   )    ( ) 

Otherwise, 

                               

The aspiration level is also linearly adjusted in the direction of outcome experienced via learning rate      , 

   (   )  (   )  ( )     ( ) (12) 

D. Differences of the Three Learning Models 

All three learning models use a stimulus, i.e., the discrepancy between payoff and aspiration levels, to determine an action 
to be chosen. Moreover, the three models also use the same formulation to update the aspiration level, i.e., linearly adjusted in 
the direction of outcome experienced via learning rate. The main difference is the way that a stimulus is used to determine the 
action that will be chosen. The Roth-Erev model uses the stimulus to calculate the propensity of the action and uses this 
propensity to update the probability. In the Borgers-Sarin model, the stimulus is used directly to update the probability of an 
action and also as the condition to update the probability. In the satisfying model, the stimulus is only used as a condition to 
change the action. This model is similar to satisfying theories that state that decision makers search for new alternatives if and 
only if today’s action is unsatisfactory, i.e., yields a payoff that falls below the decision maker’s aspiration level [23]. On the 
other hand, Roth-Erev and Borgers-Sarin models are reinforcement learning models that use a probability of an action. If such 
action produces a satisfactory payoff in the current period, then the player will not decrease his/her probability of that action. 
Therefore, the state space of reinforcement learning models is more complex in terms of the probability over all available 
actions.      

IV.  MECHANISM OF SHARING ASPIRATION 

The theory of social comparison states that a person tends to make a self-evaluation based on comparison with other 

persons. In this situation, the information of others would determine the behavior of the person in the future. Therefore, the 

competitive environment may be occurring in this process and there is a pressure toward uniformity [17].  

We assume each player updates his/her aspiration level by sharing the information of other players’ aspiration level and 

then compares this information with his/her current aspiration level. The sharing process is based on the interaction scheme 

that is given in the beginning of the simulation. Within the interaction, a player will obtain the information about the other 

players' aspiration level depending on the closeness of the player in the given interaction scheme. The closeness is represented 

by weights.  

Let   ( ) be a level of information that will be received by a player   at time  , and let    be a set of players that interact 

with player  . Let    be a number of players who interact with player  , and let    be a number of players who interact with 

player  . We calculate   ( ) as follows: 

   ( )      ( )  ∑     ( )    (13) 

where    
 

      *     +
         , and      ∑       

,    is a set of the weights that represents the closeness of a player 

  in the given scheme. Eq. (13) looks similar with distributed algorithm for distributed averaging problem [24], but differs in 

term of what information will be communicated. We explain the model as follows: 
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Suppose the scheme of interaction is given in the beginning of simulation as shown in Figure 2.  

 

Fig. 2 Scheme of interaction 

We can describe this interaction in form of matrix as shown in Table 1. The value of an entity       if there is a 

connection between player   and player  , otherwise      . From Table 1 we can count          *         +, i.e.,     , 

    ,     ,     , and     . Level of aspiration information for player    can be calculated as follows:    interacts 

with    and   ,    
 

      *   +
 
 

 
 and    

 

      *   +
 
 

 
, so we get      (     )    .

 

 
 
 

 
/  

 

  
. After that 

we can calculate,        

  ( )      ( )      ( )      ( )  
 

  
  ( )  

 

 
  ( )  

 

 
  ( ) 

TABLE 1 MATRIX REPRESENTATION OF INTERACTION 

                

   0 1 0 1 0 

   1 0 1 1 0 

   0 1 0 0 1 

   1 1 0 0 0 

   0 0 1 0 0 

As we can see player    will get the aspiration information from    and    with different weights. 

We update aspiration level of a player   based on the three learning models above as follows: 

Roth-Erev: 

If   ( )    ( ), 

   (   )  (   
 )  ( )   

   ( ) (14) 

If   ( )    ( ), 

   (   )  (   
 )  ( )   

   ( ) (15) 

Borgers-Sarin and Satisfying: 

If   ( )    ( ), 

   (   )  (   )  ( )     ( ) (16) 

If   ( )    ( ), 

   (   )  (   )  ( )     ( ) (17) 

Borgers-Sarin model and Satisfying model have the same formulation to update the aspiration level. We replace parameter 

  and   with   that represents the learning rate. In these formulations, a player adjusts his/her level of aspiration by comparing 

his/her level of aspiration to the level of information that he/she gets from interaction, and uses it if the level is higher or equal 

to his/her aspiration level. It means that a player raises his/her aspiration level to the group’s aspiration level. 

V. SIMULATION AND RESULTS 

In this simulation a set of players play the public goods game and repeat the game for a number of times. We define a set of 

players as a group. We do not consider a group as a dynamic group that involves the process of group formation, group 

membership, and group cohesion. We assume each player in a group follows a learning model that is embedded to him/her 

without the capacity to interpret what one learns. In this sense, the players are only aware of what actions are successful (give a 

satisfaction) through learning.  
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Under this circumstance, we consider two scenarios. The main purpose of the first scenario is to compare a group in which 

players interact with a group in which players do not interact. We define the interact group as a group in which the players 

share information about their aspiration level through the mechanism of sharing aspiration. Through this mechanism we expect 

that the players share information about their aspiration level, which in turn influences their aspiration toward cooperative 

behavior. Therefore, we can assert that the mechanism of sharing aspiration spurs cooperative behavior in interact group under 

such circumstance. Conversely, non- interact group is a group in which the players do not share information about their 

aspiration level. The scheme of interaction for this setting is given in Figure 2.  

The main purpose of the second scenario is to investigate the effectiveness of sharing aspiration mechanism in relations 

with the number of players in a group and the strength of connectivity. We vary the number of players in a group, i.e., 6, 8, and 

10 and two strengths of connectivity, i.e., strong connectivity and weak connectivity. The scheme of interaction for strong 

connectivity and the number of players can be seen in Figure 3. Figure 4 shows the weak connectivity and the number of 

players. 

 

Fig. 3 Scheme of interaction for strong connectivity 

 

Fig. 4 Scheme of interaction for weak connectivity 

Each player in a group has a learning model, i.e.,     stands for Roth-Erev Model,     stands for Borgers-Sarin Model, 

and    stands for Satisfying Model. Table 2 shows the parameters of the learning models. 

TABLE 2 PARAMETERS OF THE LEARNING MODELS 

           

       

       

        

        

          

         

            

At each time  , each player takes an action depending on the probability of the action. They will receive a reward from this 

game. After that, they update the probabilities of the actions based on their learning model. Finally, they interact to share the 

aspiration level (only for interact group) and update their aspiration level (for interact and non-interact group).  
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A. First Scenario 

In this simulation we compare interact group with non-interact group. Both groups consist of     players. At each time  , 
every player plays the public goods game. We use endowment    , so that each player can take an action from   *     + 
and the public good      . This condition satisfies            We set initial value of   (     )    so that 

   (     )  
 

   
 
 

 
        for each player using learning model    . For each player that uses learning model    , we 

also use the initial value of probability    (     )  
 

   
 
 

 
       , and for    players we set the initial action randomly.   

No information will be shared in non-interact group and the aspiration level will be updated by using Eq. (5) and Eq. (6) for 

   , Eq. (11) for    , and Eq. (12) for   . The information will be shared in interact group by using the mechanism of 

sharing aspiration. The aspiration level will be updated by using Eq. (14) and Eq. (15) for     and Eq. (16) and Eq. (17) for 

    and   . We use the scheme of interaction as in Figure 2 in this scenario. The initial value of aspiration level and the 

learning model of each member in each group can be seen in Table 3.  

TABLE 3 PARAMETERS OF THE FIRST SCENARIO 

Number of players 

 ( ) 
Public good  

( ) 
Initial aspiration level  

(  (   )) 
Learning model 

  

Interact Group 
      

             

        

            

        

  

Non-Interact Group 
      

             

        

            

        

We set the same initial aspiration level and the same learning models for each member in each group (for comparison 

purpose). The parameters of learning models are shown in Table 2. We run the simulation for 50 trials in 10000 iterations. 

Figure 5 shows the average reward for each group for 50 trials and 10000 iterations. The average value of reward in 

interact group can reach the public goods value, i.e.,   9.9. It means that all players in the group contribute all of their 

endowment, i.e.,    . While in non-interact group, the average value of reward is only about 8, lower than the public goods 

value.  

 

Fig. 5 Comparison of average reward between interact group and non-interact group 

Figure 6 and Figure 7 also confirm this result. Figure 6 shows the average value of aspiration level for each member in 

interact group, while Figure 7 shows the average value of aspiration level for each member in non-interact group. As we can 

see in Figure 6, the average of aspiration level of all members almost has the same value from the beginning (see the small 

figure inside Figure 6) and converges to the public goods value, i.e.,        This condition affects the behavior of each 

player in interact group to the cooperative behavior. All members in interact group contribute all of their endowment, i.e., 

    so that they get the reward of 9.9 which is equal to the public goods and his/her aspiration level as well. 

On the other hand, the average of aspiration level in non-interact group is not converging to the same value (Figure 7). 

Each player still has his/her own aspiration level so that they still have their own value to be contributed to the public goods. 

No interaction and communication in this group, so that no information can be shared. 
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Fig. 6 The average of aspiration level for interact group 

 

Fig. 7 The average of aspiration level for non-interact group 

B. Second Scenario  

We use the scheme of interaction in Figure 3 for strong connectivity and in Figure 4 for weak connectivity. The initial 

value of aspiration level and the learning model of each member in each group can be seen in Table 4.  

TABLE 4 PARAMETERS OF THE SECOND SCENARIO 

Number of  

players ( ) 
Public good 

 ( ) 
Initial aspiration level 

(  (   )) 
Learning model 

                      

            

            

           

                      

             

        

            

            

        

                       

             

                

            

            

               

We use endowment    , so that each player can take an action from   *     +  We set initial value of   (     )    

so that    (     )  
 

   
 
 

 
        for each player using learning model    . For each player that uses learning model 

    we also use the initial value of probability    (     )  
 

   
 
 

 
       , and for    players we set the initial action 

randomly. All parameters of the models are shown in Table 2. We run the simulation for 50 trials in 100000 iterations to see 
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the long-term dynamics of the model. The output of this scenario is the normalized average reward. Values of the normalized 

average reward are in the range 0 and 1. The values close to 1 indicate full cooperative behavior. This normalization is needed 

because we have different values of  .  

As we can see in Figure 8, the strong connectivity is more quickly to converge to full cooperative behavior than the weak 

connectivity. As long as there is a connectivity that involves all players, the players will get the information that coordinates 

their strategy. As we can see in the weak connectivity with     (Figure 4), the first player can get the information from the 

second player, the second player can get the information from the third player, and so on. Because the connection is in two 

directions, there is a chain of information in the long run so that the players can coordinate their strategy. However, as the 

number of players increases, i.e.,     , full cooperative behavior is hard to achieve.  

 

Fig. 8 The average of reward for strong and weak connectivity with various numbers of players 

VI. CONCLUSION 

Based on the simulation, we found two interesting results. The first one is that with interaction and sharing aspiration all 

players can improve their cooperative behaviors in a group. Players with different initial aspirations and learning models can 

adjust their aspirations through interaction and sharing aspiration process. In this situation, a player compares his/her aspiration 

with the group’s aspiration level via sharing aspiration mechanism as long as his/her aspiration is below the group's aspiration 

level that he/she receives. Within this process, a player can share his/her aspiration with whom he/she interacts. By increasing 

aspiration of one player, then the aspirations of other players are also increased. This process makes the aspiration level of all 

members of the group converge to the cooperative results, i.e., all players contribute all of their endowment to the public goods. 

This situation is also confirmed by social comparison theory, i.e., pressure towards uniformity [17]. 

The second result is about the complexity of sharing aspiration in a group. A group with few numbers of players can 

improve their cooperative behavior more quickly in strong connectivity. A player in a group that consists of many players and 

in the weak connectivity needs more time to coordinate their action towards a goal. As long as there is communication 

(interaction/connectivity) in the group, cooperative behavior can be maintained. This result is in line with the previous 

experimental studies [7, 8]. However, as the number of players increases, the level of cooperative behavior decreases.  

The proposed mechanism of sharing aspiration uses some clues, i.e., individuals’ expectations, information, and 

communication obtained from experimental studies to investigate people’s behavior in social dilemmas. These three clues are 

important to spur cooperative behavior in a group [2-8]. However, in this research we also combine this mechanism with 

aspiration-based reinforcement-learning models that can make players choose his/her action based on experience, i.e., 

aspiration level. As long as the members of the group are allowed to share their aspiration level, the cooperative behavior can 

be promoted.  

One of the main assumptions of our model is that all players are willing to share their aspiration through interaction. This 

assumption is difficult to be fulfilled in reality. People might not want to share information about their aspiration. Our future 

research will investigate how to design a mechanism that can make people willing to share their aspiration.     

The proposed model gives us insight into the aspiration level, which determines the behavior of the players in a group 

playing public goods game. However, in future research we would like to confirm our findings with experimental tests.  
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