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Abstract- We can use specific control algorithms for generating the maximum possible power in photovoltaic power systems. Several 

methods to determine the optimum working point have been introduced in recent decades. In Maximum Power Point Tracking 

(MPPT) methods, the ideal operation is to determine the maximum power point (MPP) of the photovoltaic (PV) array directly rather 

than track it by using the active operation of trial and error, which causes undesirable oscillation around the MPP. Since the output 

characteristics of a PV cell with environmental changes such as radiation and temperature levels can change from moment to 

moment, Therefore, in order to identify the optimum operating point tracking of PV power systems are used in real time. In this 

paper, several methods are introduced to identify the optimum operating point and because of measurement power is usually 

associated with noise, Kalman filter and the position error are used to estimate the optimum operating point. 

Keywords- Method of Least Squares; the Position Error; Parameter Estimation; Real- Time System and the Kalman Filter 

I. INTRODUCTION 

In Photovoltaic power systems, Maximum power point tracking is essential for optimal use of solar energy. Two main 

methods of tracking the optimal operating point can be measured including observation and anxiety and the incremental 

conductance method. These two methods are based on the PV array voltage to track the optimum set point, indicating the 

optimum working point (Figure 1). 

 

Fig. 1 Block diagram of MPPT technology observation and anxiety and the incremental conductance method 

Local optimum point continuously tracked and updated by a detector such as MPP that the relation 0
dV

dP
 is always 

established, in this equation P is the output power of PV array and V is the voltage of PV array. Continuous oscillation around 

the optimal operating point of observation and anxiety is an inherent feature that will cause power dissipation and system 

instability. Incremental conductance method is designed to overcome this disadvantage. Experiments show that under stable 

conditions yet to be discrete maximum as 
V

I

dV

dI 
  that equivalent with 0

dV

dP
, there are some fluctuations [1]. Another 

disadvantage of these two methods is that the anxiety level of the PV voltage transient and steady states is complex so that a 

compromise is made between. In [2] a general method to identify the real MPP is based on recursive least squares method and 

Newton's method and PV curve with a polynomial approximation expressed. Since power is commonly measured with noise, 

in addition, the convergence of the Newton-Raphson's method is dependent on the initial value, in this article for immediate 

identification of MPP Kalman filter and the position error is used. Therefore, it is desirable to determine the VOOP directly 

during the real-time operation, instead of tracking it simply through trial and error. In part II various modeling techniques of 

PV cells will be discussed. Proactive identification methods are discussed in Part III. Proactive identification in Part IV for the 

case with noise measurements and conclusions are given in section V. 

II. MODELING 

One of the most important parts of Proactive identification is the model structure. So it is essential, a mathematical model 

that can accurately show the PV array electrical characteristics easily be solved with analytical methods we have. Since PV 
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model identification is performed during system operation, so a complete understanding of all aspects of the various models of 

real-time identification is required. 

2-1 models used in this paper are as follows: 
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Which phi is Photocurrent, v  is the cell voltage,  tv represents the thermal voltage,  sR  Series resistance and sati  is the 

diode saturation current. Thermal voltage tv  is a function of temperature T . A is Diode factor idealistic,  k is Boltzmann 

constant and 
q

 is an electron(Fig. 2). 

 

Fig. 2 Equivalent circuit SSDM 

Mentioned methods, there are four parameters that need to experiment with short circuit tests, Open circuit and MPP are 

calculated. In short circuit condition, Photocurrent phi  can be approximated as follow: 

 SCph Ii ˆˆ 
 (3) 

Which phî  estimation of Photocurrent phi  and SCÎ  is the short circuit current measured with a radiation level and constant 

temperature. For open circuit condition, sati  the diode saturation current is: 
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The variable satî  is the estimation of saturation current sati  and OCV̂  is the open circuit voltage measured in the similar 

conditions with short circuit. Thermal voltage tv  is a function of temperature T  must be calculated. We have: 
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By combining Relations (3), (4) and (5) we have:  

 

SC

v

OCV

v

Riv

SCmpp I

e

e
Ii

t

t

smppmpp

ˆ

1

1ˆ
ˆ








































 (6) 

From Equation (6) result that 
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MPP, which occurs when 0
dV

dP
 where P is the module power output of PV and v represents the PV voltage. This 

equation can be written as follows:  
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From Equations (1), we have:  
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That result: 

 













 













 







t

smppmpp

t

smppmpp

v

Riv

t

ssat

v

Riv

t

sat

vmppv

e
v

Ri

e
v

i

dv

di

ˆ
1

ˆ

 (10) 

The parameters in Equations (1) with the numerical solution of Equation (8) are obtained. Newton-Raphson's method is one 

of the methods that are used for this purpose. 

III. PROACTIVE IDENTIFICATION OF MPP 

Solar power system parameters are changing continuously with temperature and environmental conditions. Therefore, it is 

necessary to reduce the time, parameters are calculated recursively. Using recursive least squares estimation of model 

parameters to minimize the error between the values measured with the system and views obtained. Parameter vector ̂  is 

updated as follows: 

  )(ˆ)()()1(ˆ)(ˆ kykykMkk   (11) 

)1(ˆ  k  Previous estimates, )(kM  weighted factors that calculated the correction amount are, )(ky  and )(ˆ ky are 

measured and estimated respectively. To determine the MPP, the P-V curve is more appropriate than V-I. Therefore, the output 

power stipulates as follows in terms of voltage. 
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Where ib  is the model's parameter that changes in environmental conditions are changing and )(kv is the outputvoltage. 

We define 
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According to the recursive least squares method estimated parameter vector ̂  using the following recursive equations is 

obtained: 

  )1(ˆ)()()()1(ˆ)(ˆ  kkkpkMkk T  (14) 
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)(kp measured power,  )(kM  weighting factor. In order to calculate the correction, )(kW  A non-specific matrix and   

is forgetting factor that is variation between 0 to 1. Due to changes of temperature and environment, model parameters are 

time-varying. Recursive equations with initial conditions )0(W  and )0(̂ are necessary. 

A. Calculate the Voltage of the Optimum Working Point 

To determine the optimum working point voltage must be have: 

 0
 OOPVvdv

dp  (17) 

In this equation p  output power and v  is PV voltage. For simplicity we define: 
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So, OOPV  is obtained from the equation 0)( vf . This equation can be solved by using Newton-Raphson's method. In this 

numerical method we needed to determine )(vf  . In FSSDM we have  
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To calculate the derivative of function 
)(vf

 we have Fig. 3: 

 

Fig. 3 Flowchart Raphson Newton algorithm 

B. Convergence Analysis 

The most important requirement is the convergence of numerical algorithms and system identification. If the minimum 

squares recursive algorithm, forgetting factor   is chosen small constant, Algorithm speed increases. However, a small 

selection of forgetting factor  , causes enlargement of the matrix W  and instability is detected. Usually, the forgetting factor 

had chosen Compatible with Changes Dynamic System. In this paper, the prediction error to select appropriate forgetting 

factor Are: 
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The factor k chose Proportional to System Dynamics.   is the error between measured and predicted output power 
)(ny

 

and max is the maximum error. In MPPT system changing in cell temperature causes changes in OOPV . Generally, cell 

temperature changes have a slow dynamics in PV power system and sudden increase or decrease in temperature rarely happens. 

Forgetting factor to why it is necessary, is adjusted to suit the dynamics caused by temperature changes. In [2] we assume 

that 005.0k . Fig. 4 shows coefficients of variation b , 2b , 3b and 4b  that determine as recursive  method of minimum squares 

and also variation of OOPV  to Newton-Raphson's method with initial value Vv 15)0(  . 

 

Fig. 4 Estimation of parameters and the minimum squares method and the recursive Raphson-Newton's method 

Newton-Raphson's method is a rapid method to determine the roots of the equation 0)( vf . Convergence of this algorithm 

is dependent on the choice of initial value of )0(v . In cases where 0
dv

df
, the problem has no answer. The following table 

(Table 1) shows the values of OOPV  for each different values of )0(v . 

TABLE 1 AMOUNT OF OOPV  PER DIFFERENT AMOUNTS O )0(v  

Interval changes )0(v  value OOPV  

9)0( v  IF  Don't exist 

10)0( v  670 volt 

15)0( v  Volt 17/7323 

IV. PROACTIVE IDENTIFICATION OF MPP FOR THE CASE POWER MEASURED WITH NOISE 

Measurement power is usually associated with noise. In this paper we estimate the parameters of the Kalman filter used and 

consider the convergence of Newton-Raphson's method is dependent initial value, error position method is used for estimating 

the optimum operating point. 

Consider the following linear state space model 
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Where: 
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If tu , te  and tx  have a Gaussian distribution, i.e.: 
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It is proved that the Kalman filter, is optimized [6]. The linear state space model (23) processes equivalent noise 

characteristics (24) and (25) are assumed. In addition 

 0

00

00

00

0



















P

R

Q

t

t

  

For each time of 0t  we have: 
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Where the average values and state covariance change as follow 
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For estimating parameters Photovoltaic power system equation of state and observation is assumed as follows. 
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Wherein I is unique matrix unit, )(tp measured power, )(t  Regression vector, t Vector of parameters that are defined 

as 
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Seen equation without noise and considered
T

te ]0000[,)5,0( 0  . After determining the parameters using the 

Kalman filter, to determine the optimum working point, we have  
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For solving this equation the position error method is used. The flowchart in Figure (5-1 a) is given. For 20b and all of 

the value 60)0(0  v except 20)0( v  the optimum working point voltage be VVOOP 7323.17 . Whereas, in accordance 

with Table 1 in Newton-Rawson's method OOPV  is dependant to the initial voltage )0(v . Kalman filter algorithm in flowchart 

form, and position error (5 - a) is shown and Figure (5-b) shows algorithm flow chart of error position 

 

Fig. 5 Algorithm flow chart of error position 

Figure (6) shows coefficients of variation 1b  ، 2b  ، 3b  and  4b  Using the Kalman Filter and also changes of OOPV  with 

error position method. 

 

Fig. 6 Coefficients of variation 1b ، 2b ، 3b  and 4b and OOPV  

Figure 5-b 

 

Figure 5-a 
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V. CONCLUSION 

In this paper, photovoltaic power system in real-time identification method is discussed. For the case measurements is with 

noise, the relationship between power and voltage with a polynomial approximation and the polynomial coefficients are 

determined using the Kalman Filter and to determine the optimum working point with respect to the convergence of Newton-

Rawson's method the dependent on initial value and also in cases where the derivative is zero, it does not answer, error 

position method used. 
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