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Abstract-An adapted second-order accurate MacCormack finite-differences scheme is introduced and tested for the integration of the 

water hammer equations for a friction pipe. A fractional method is used to solve the governing equations in two steps with the 

Runge-Kutta splitting technique. The details of the proposed improvement technique, boundary condition inclusion and the shock 

capturing capability are presented in this paper. The numerical oscillations resulting from the dispersive errors of the MacCormack 

original scheme are treated using the artificial viscosity procedure. The results computed using the adapted MacCormack scheme 

for a friction pipeline with the original scheme with numerical viscosity are compared and analyzed. It is shown that for an abrupt 

varied flow, the proposed technique leads to better results. 
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I. INTRODUCTION 

The study of hydraulic transients or water hammer problems has a great significance in wide range of industrial and 

municipal applications, such as power plants, water supply systems, sewage pipelines…etc. Thus accurate modeling of water 

hammer events is vital for proper design and safe operation of pressurized pipes. Designs of pipeline systems, and the 

prediction of the system behavior, hence require efficient mathematical models capable of accurately solving water hammer 

problems. However, the mathematical model governing the phenomenon is a set of quasi-linear, hyperbolic, partial differential 

equations [1]. Because of the presence of the nonlinear source term representing the losses due to the friction, these equations 

can only be numerically integrated. Due to the abrupt flow changes, steep waves or “shocks” may be generated at different 

boundaries, and any numerical method used should be able to handle these shocks. 

Among various methods, the method of characteristics (MOC), which transforms the partial differential equations into a set 

of ordinary differential equations, is the most popular since it provides the desirable accuracy, numerical efficiency, 

programming simplicity and ability to handle boundary conditions [2]. For large friction losses, Wylie and Streeter [3] show 

that the solution may be instable even Courant number 1nC . Additionally, necessary interpolations if 1nC  in certain 

situations smear the shocks and degrade the solution. To avoid this, Chaudhry and Hussaini [4] applied three explicit second-

order accurate finite-differences schemes, MacCormack, Lambda and Gabutti scheme to the water hammer equations. It was 

shown by the 1L  and 2L  norms for a frictionless pipe that the MacCormack scheme produces better results than the first-order 

MOC and fewer mesh points may be used for this scheme to achieve the same accuracy. 

In this paper, the second-order MacCormack finite-difference scheme is applied and adapted for the water hammer 

equations with source term, i.e. for a friction pipe, in order to avoid instabilities and improve the numerical solution. First, the 

governing equations of water hammer are given, and then the discretized model by the MacCormack scheme is presented. 

Secondly, the artificial viscosity technique and the proposed Runge-Kutta splitting method for the term source treatment in the 

MacCormack scheme are exposed. Finally, the results computed for sudden closure valve on friction pipe are compared and 

discussed 

II. GOVERNING DIFFERENTIAL EQUATIONS 

The governing equations for water hammer flows, with unidirectional assumption, are classically derived by applying the 

principles of the conservation of mass and momentum to a control volume. These equations describe the axial and temporal 

variation of the cross-sectional average of the field variables in transient pipe flows [5]. For a pipe with constant diameter, the 

water hammer equations can be written as follow [1, 3]: 
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In which =t time, x distance, =S cross-sectional area of the conduit, ( )=t,xH piezometric head above the datum, 

 txQ , discharge,  DSR 2/ ,  friction factor, D diameter of the pipe and a wave speed. Note that the 

nonlinear convective terms are neglected in Eqs. (1) and (2) since they are small for the majority of the water hammer 

problems [2, 5]. These equations can be written in their vector divergent form as follow: 
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Where the vector variable U , the flux vector F  and the source term vector are given by the following expressions: 
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Hence, the mathematical model governing the unsteady flow in pipelines is a set of quasilinear, hyperbolic, partial 

differential equations having constants coefficients [1]. Because of the non-linear source term G , a closed-form solution is not 

possible. Therefore, numerical methods such as finite-differences schemes have been used to integrate these equations. 

III. THE MACCORMACK NUMERICAL SCHEME 

Originally conceived for the solution of the compressible Navier-Stokes equations, the finite-differences scheme introduced 

by MacCormack [6] was applied first by Chaudhry and Hussaini [4] for the water hammer analysis and for the unsteady free 

surface flow by Fennema and Chaudhry [7] and Garcia and Kahawita [8]. The MacCormack scheme is second-order accurate 

in both space and time. It is comprised of two parts predictor and corrector, in which one-sided finite-difference 

approximations are used at each step [9]. 

A. General Formulation 

Two alternatives of this scheme are possible. In one alternative, forward finite-differences are used to approximate the 

spatial partial derivatives in the predictor part and backward finite-differences are utilized in the corrector part. The values of 

variables determined during the predictor part are used during the corrector part [10]. The finite-difference approximations for 

the first alternative of this scheme are used here; equations for the second alternative of the scheme may be written similarly by 

reversing the direction of the spatial finite-difference approximations. Referring to Fig. 1, it can be written for the first 

alternative: 
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Fig. 1 Computational grid 
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In which U
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 and Û  are the intermediates values for the vector U . The new value of U  at a level time 1j  is then 

obtained from: 
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IV. BOUNDARY CONDITIONS 

Inclusion of boundaries is an important aspect of the numerical models for hyperbolic systems since errors introduced at a 

boundary will be propagated throughout the computational domain and may lead to instabilities [11]. 

The formulations described above solve for the values of H  and Q  at the interior points. At the boundaries, however, we 

can not use these equations since there is no grid point outside the computational domain. According to Chaudhry and Hussaini 

[4], boundary conditions may be included in the analysis by using the characteristic equations or by extrapolating fluxes 

technique. In the first procedure, which is used in this paper, we solve the positive characteristic equation simultaneously with 

the condition imposed by the boundary for the downstream-end condition (Fig. 2). This condition, for a valve, is a relationship 

between head and discharge flow or sometimes a time function of the flow variation.  
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Fig. 2 Characteristic lines at boundaries 

At the upstream-end, however, the boundary condition is solved simultaneously with the negative characteristic equation. 

Having a constant level reservoir at the upstream of the domain, the condition is that the water level remains invariable with 

time. 

V. STABILITY 

For hyperbolic equations, the zone of dependence of a dependent variable is enclosed by the characteristics curves. These 

characteristics directions are the lines along which disturbances are propagated in the tx   plane [12]. A stable explicit finite-

differences method has a numerical zone of dependence which includes the region defined by the characteristics curves. This is 

known as the Courant-Friedrichs-Lewy (CFL) condition. For a fixed spatial grid, the time increment must be imposed as 

follow: 
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A von Neumann stability analysis shows that for the MacCormack scheme, the Courant number rC  must be less than or 

equal to 1  [7, 13]. 

VI. ARTIFICIAL VISCOSITY 

MacCormack scheme is second-order accurate in space and time and results in dispersive errors. These dispersive errors 

cause high-frequency oscillations near steep gradient. In the model presented herein, a procedure developed by Jameson and al. 

[7] is used to dampen theses numerical instabilities. This procedure, smoothes regions of large gradients while leaving smooth 

areas relatively undisturbed. The values of the variables at the new time computed by MacCormack method are modified using 

the following algorithm [10]: 
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In which   is dissipation constant to regulate the amount of artificial viscosity. At nodes near to the boundaries a one-side 

finite-difference approximation is used in Eq. (9). We use the following expressions instead of Eq. (9): 
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The computed dependent variable f  is then modified as follow: 
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f  refers here to both H  and Q . The above procedure is equivalent to adding second-order dissipative terms to the original 

governing equations. 

VII. FRACTIONAL STEP METHOD (SPLITTING TECHNIQUE) 

In order to advance the solution from j  to 1j , Eq. (3) needs to be integrated with respect to time. Instead of solving the 

non-homogeneous Eq. (3) directly, the proposed approach in this paper is to split the balance law (3) into two sub-problems. 

This idea, borrowed from the computational fluid dynamics [14], is introduced here for the water hammer simulation in order 

to improve the numerical solution and the source term treatment in the MacCormack finite-differences scheme. The problem is 

hence solved in two steps: 

A. First Step (Pure Propagation) 

The homogeneous part of the hyperbolic balance law (3) is first solved, i.e. without source term, to compute 
1j

iU  using 

the MacCormack scheme: 
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B. Second Step (Damping) 

The source term is introduced then in the solution as an ordinary differential equation as follow: 
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The differential Eq. (15) is solved using the two-stage Runge-Kutta method. This leads to the subsequent explicit procedure: 

1)  Update with Source Term by 2/t : 
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2)  Re-update with Source Term by t : 
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The resulting value of 
1j

iU  is then taken as the solution at time 1j . 

VIII. RESULTS AND DISCUSSION 

The objective of this section is to compare and evaluate the accuracy and efficiency of the MacCormack adapted scheme 

with the artificial viscosity and the fractional technique for solving water hammer problems in a friction pipe. The analyzed 

system, shown in Fig. 3 consists of a single pipe with length kmL 10 , wave speed sma /1000  and diameter mD 1 . 

The steady state flow smQ /2 3 , under a static reservoir head mH 400 . With a roughness of mm1 , the resulting 

Darcy-Weisbach friction factor, calculated using the explicit formula proposed by Achour [15] is 01976,0 . 

The transient conditions were produced by instantaneously closing the downstream valve at 0t = . The pipe was divided 

into 30  reaches. With Courant number 1rC , the time step is then 0,333 .t s    
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Fig. 3 Piping system 

The Fig. 4 shows the pressure variation at the valve end with time, calculated by the original MacCormack scheme. It can 

bee seen that the numerical solution obtained presents numerical instability, which appears beyond the first half period of the 

transient phenomenon. 
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Fig. 4 Pressure head variation at the valve 

These strong numerical oscillations affect the monotony of the solution and are accentuated with time until total divergence 

of the MacCormack scheme.  

On Fig. 5, one can note as a result of the numerical instability, that the shock is captured with spurious oscillations, 

growing with time, on the backside of the wave front. The profiles shown are between time s42 , s45  and s48 .  
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Fig. 5 Wave front advancing (without artificial viscosity) 

Following the technique used by Fennema and Chaudhry [7], these dispersive errors introduced herein, are reduced by 

adding dissipative terms of the same or higher order than the scheme itself. A plot showing the influence of the artificial 

viscosity terms on the pressure diagram at the downstream valve is ported on Fig. 6. 

A comparison between Fig. 4 and Fig. 6 allows to conclude that the artificial viscosity, with an optimal dissipative value 

4,0 , eliminates the spurious oscillations and corrects thus the numerical solution of the MacCormack scheme.  



Journal of Civil Engineering and Science   Dec 2013, Vol. 2 Iss. 4, PP. 226-233 

- 231 - 

20.00 60.00 100.00

0.00 40.00 80.00 120.00

Time (s)

100.00

300.00

500.00

700.00

0.00

200.00

400.00

600.00

800.00

P
re

s
s
u

re
 h

e
a

d
 (

m
)

 

 

Fig. 6 Pressure head variation at the valve (with artificial viscosity) 

One can see in the Fig. 7, however that the artificial viscosity, which smoothes the wiggles (Fig. 5), leads to smearing the 

wave front. The shock is hence not correctly captured and the solution becomes excessively dissipative. In this case, the shape 

of the traveling wave is not a true representation of the physical phenomenon being simulated. It must be steep because of the 

abrupt valve operation.  
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Fig. 7 Wave front advancing (artificial viscosity added) 

The application of the fractional (splitting) method for the MacCormack scheme for this problem leads to better results as 

shown in Fig. 8. Comparing the resulting diagram with those obtained previously, it follows that none dispersion or diffusion 

appears. Though the maximum pressure head is relatively the same one calculated with the fractional technique ( m99,658 ) 

and the original MacCormack scheme ( m34,658 ), the minimum pressure is however different with a notable error. The cause 

is due to the error accumulation in the original scheme before his complete divergence.  
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Fig. 8 Pressure head variation at the valve (splitting technique) 
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One can note that the artificial viscosity not only smoothes the wave front but also reduces the extreme pressures rising 

from the sudden closure of the valve. Indeed, the peak of the pressure computed using the last procedure is m55,655 , i.e. a 

difference of m44,3 . During the down surge, the minimal value computed is m36,188 , a difference also of m44,3  

compared with value obtained by the fractional technique ( m92,184 ). 

The Fig. 9 illustrates the shock wave traveling upstream at time s42 , s45  and s48 . It appears then clearly that the 

shock is well captured without any spurious oscillations or diffusion in the computed solution. 
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Fig. 9 Wave front advancing (splitting technique) 

It can be seen in the Fig. 9 the process of upward adjustment reported in [16]. This process consists in the increasing of the 

pressure head at each point as the surge wave propagates upstream. The physical phenomenon is then accurately reproduced 

herein.  

The Fig. 10 gives a numerical synthesis of the phenomenon evolution in the space-time plane. 

 

Fig. 10 Perspective view of the wave propagation in space-time plane 

IX. CONCLUSION 

The MacCormack finite-differences scheme has been successfully used to solve hyperbolic systems, such as unsteady free 

surface flow. However, its application to water hammer problems received little attention in literature. In the present paper the 

implementation of the improved MacCormack scheme for transient analysis of a friction pipelines is presented. It was shown 

that the original unsplit MacCormack scheme leads to numerical instability and spurious oscillation near steep gradient. The 

introduction of an artificial viscosity deteriorates the numerical solution because of the smearing the shock wave front. 

Comparison of the computed results with the adapted MacCormack scheme, using the fractional step method, has led to better 

results without any diffusion or dispersion errors. It seems therefore that the proposed technique can be promising for the 

practical water hammer simulation.  
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