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Abstract- Software development projects influenced by many 
human factors often generate risks caused by various software 
process problems. These risks lead to QCD (Quality, Cost, and 
Delivery) related problems, such as system failures after release, 
budget overrun, and delivery delay which may cause the project 
to fail. Therefore, in order to make a software project successful, 
it is important to perform process monitoring activities and 
design quality evaluation ones. In this paper, considering the 
initial project risks, we conduct statistical analysis by using 
software process monitoring data obtained by above activities, 
and discuss the effect of two activities. We also discuss the 
significant process factors affecting QCD. 
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I. INTRODUCTION 
In recent years, software development project has become 

more large-scaled, complicated, and d iversified. At  the same 
time, customers’ requirement of high quality and short 
delivery has increased. Therefore, in order to lead a software 
development project to succeed certainly, it is very important 
for pro ject managers to conduct adequate project management 
techniques in the software development process. At this time, 
we need to statistically analyse process data observed in the 
software development project. Based on the process data; we 
can establish PDCA (Plan-Do-Check-Act) management cycle 

to improve the software development process with respect to 
software management measures about QCD [1], [2]. 

Generally, software development projects progress 
through the process of contract, development plan, system 
design, program design, coding, debugging, test plan, 
program testing, system testing. Many risks are latent in each 
development process. It is important to lead  to success of 
projects so that project managers perform adequate 
management, and reasonably promote risk management for 
these risks. Therefore, the project managers have to respond 
to potential risks in each process, and it is important for them 
to have project management techniques to perform highly  
quality software development within  the scheduled cost and 
delivery. However, it is not easy for them to perform adequate 
management in highly  complicated and diversified software 
development projects. Then, continuous improvement of a 
software development process makes promotion possible by 
process improvement activ ities of p rocess monitoring and 
design quality evaluation. Generally, the process monitoring 
activities rev iew project  management, observe the detection 
and solution of QCD related problems, and improve the 
management process to lead a project to success (see Fig. 1). 
Further, design quality evaluation activities quantify the 
completeness of requirement and design specifications, and 
improve the software development process to eliminate 
software faults. 

 
Fig. 1 Overviews of process monitoring activities

In this paper, based on the results of Fukushima et al. [3] 
and Kasuga et al. [4], we analyze actual software process 
monitoring data with init ial project risks by using mult ivariate 
linear analyses, i.e., principal component analysis, mult iple 
regression analysis, and discriminant analysis. At the same 
time, we clarify the software process factors affecting QCD 
management measures. Furthermore, we quantitatively 
analyze the effect of the process improvement by process 
monitoring and design quality evaluation. 

II. ANALYSIS OF THE EFFECT OF DESIGN QUALITY 
EVALUATION ACTIVITIES 

A. Data Used for Analysis 
We analyse the effect of design quality evaluation 

activities by using actual measurement data of projects (as 
shown in Table I). In o rder to consider in itial pro ject risks, the 
actual process monitoring data of pro jects are normalized  by 
the development size (KLOC, 103 lines of code) in this paper. 
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Exp lanatory and objective variables introduced in this paper 
are exp lained in the following. 

X1: The risk rat io of project init iation. The risk ratio is 
given by 

Risk rat io = ,})(weight)(itemrisk{∑ ×
i

ii
              

(1) 

where the risk estimat ion checklist has weight(i) in each risk 
item(i), and the risk ratio ranges between 0 and 100 points. 
Project risks are identified by interviewing using the risk 
estimation checklist [3]. From the identified risks, the risk 
ratio of pro ject in itiation is calculated by Eq. (1). 

X2: The number of contract problems per development size. 
This variable is a calculated number of prob lems which were 
detected during contract review. The problems are weighted 
depending on the scale of the problem:  

Weighted problems = (the number of major problems) + 
(the number of mid-size p roblems) × 0.5 + (the number of 
minor problems) × 0.1. 

X3: The number of days of measures per development size. 
This variable is the total number of days how long it took for 
the problems detected during contract review to be solved. 

X4: The number of p lan problems per development size. 
This variable is a calculated number of prob lems which were 
detected during project planning review. 

X5: The number of days of measures per development size. 
This variable is the total number of days how long it took for 
the problems detected during pro ject planning review to  be 
solved. 

X6: Design quality evaluation implementation as a 
stratification factor (1 = evaluation, 0 = no evaluation). 

Yq: The number of faults as a management measure of 
quality.  

The number of faults = (the number of fau lts found during 
acceptance testing) + (the number of faults in production). 

Yc: The cost excess ratio as a management measure of cost.  

The cost excess ratio = (actual cost) / (budget). 

If the cost excess ratio is over 1.0, it  means that the cost 
exceeded the software development budget. 

Yd: The delivery  delay rat io as a management measure of 
delivery. 

The delivery delay ratio = (actual development period) /  
(scheduled development period). 

If the delivery delay ratio is over 1.0, it means that the 
period exceeded the scheduled software development period. 

TABLE I PROCESS MONITORING DATA 

B. Principal Component Analysis 
In order to clarify the relationship among variables and 

analyze the effect  of design quality evaluation activit ies on 
QCD management measures, principal component analysis is 
performed by using the normalized  data in  Table I. It is found 
that the precision of analysis is high from Table II. And the 
factor loading values are obtained as shown in Table III. The 
principal component scores are obtained as shown in Table IV.  
From Table III, let us newly define the first and second 
principal components as follows. 

• The first principal component is defined as the measure 
for the cost and delivery related factor. 

• The second principal component is defined as the 
measure for the quality and cost related factor. 

TABLE II SUMMARY OF EIGENVALUES AND PRINCIPAL COMPONENTS 
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TABLE III FACTOR LOADING VALUES 

 
TABLE IV PRINCIPAL COMPONENT SCORES 

 
1. Factor Loading Values 

Fig. 2 is a scatter plot of the factor loading values (see 
Table III). From Fig. 2, we can consider the correlat ion as 
follows. 

• Risk ratio (X1) has shown positive correlat ion to QCD 
management measures. 

• Design quality evaluation activities (X6) have shown 
negative correlation to QCD management measures. 
Therefore, we conclude that in itial pro ject risks and design 

quality evaluation activ ities have an important impact  on 
QCD management measures. 

 
Fig. 2 Scatter plot of the factor loading values 

2. Principal Component Scores 

Fig. 3 is a scatter plot of the principal component scores 
(see Table IV). Pro jects in which design quality evaluation 

activities were carried out are indicated by the “●”marks, 
whereas “○”marks indicate that design quality was not 
evaluated. It can be found in Fig. 3 that pro jects, in which 
design quality evaluation activities were carried out, can keep 
the number of faults, the cost excess ratio, and the delivery 
delay ratio low because the values of the first and second 
principal components are small. 

 
Fig. 3 Scatter plot of the principal component scores 

III. FACTOR ANALYSIS AFFECTING THE NUMBER OF FAULTS, 
THE COST EXCESS RATIO, AND THE DELIVERY DELAY RATIO 

A. Correlation Analysiss 
By using the normalized data in Tab le I, the result of 

correlation  analysis is shown in  Table V. From Table V, we 
can consider the correlations as follows. 

• Yq has shown strong correlation to X1 and X6. 
• Yc has shown strong correlation to X1 and X6. 
• Yd has shown strong correlation to X1, X2, X4, and X5. 
• X2 has shown strong correlation to X3 and X4. 
• X2 and X4 have shown strongish correlation to X5. 

TABLE V CORRELATION MATRIX 

 

B. Multiple Regression Analysis (Number of Faults) 
In order to select variab les for constructing a precise 

equation, we conduct the all possible regression analysis.  

Based on the possible regression and the correlation  
analyses, X1, X2, and X6 are selected as important factors for 
predicting the number of software fau lts. 

A multip le regression analysis is applied to the 
measurement data of the pro jects as shown in Table  I. Then, 
using X1, X2, and X6, we obtain the estimated mult iple 
regression equation for predicting the number of software 
faults, Yq, given by Eq. (2) as well as the normalized mult iple 
regression expression of Eq. (2), Yq

N, given by Eq. (3): 
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1 2 6=0.143 2.935 2.576 0.540,qY X X X⋅ − ⋅ − ⋅ −      (2)                                             
1 2 6.=0.573 X 0.426 X 0.567 XN

q
Y ⋅ − ⋅ − ⋅            (3) 

In order to check the goodness-of-fit adequacy of our 
model, the coefficient of multiple determination (R2) is 
calculated as 0.648. Furthermore, the squared mult iple 
correlation coefficients, called the contribution ratio, adjusted 
for degrees of freedom (adjusted R2) is given by 0.578, and 
the derived Eq. (2) is significant at 1% level. The result of 
multip le regression analysis is summarized in  Tables VI and 
VII. 

From Table VI, it is found that the accuracy of these 
multip le regression equations is high. Then, we can predict  
the number of software faults by using Eq. (2). From Eq. (3), 
the order of the degree affecting the objective variable Yq is 
X2< X6< X1. Therefore, we conclude that the risk ratio, the 
design quality evaluation activit ies, and the number of 
contract problems have an  important impact on the number of 
software faults. 

TABLE VI TABLE OF ANALYSIS OF VARIANCE (Yq) 

 
TABLE VII ESTIMATED PARAMETERS (Yq) 

 

C. Multiple Regression Analysis (Cost Excess Ratio) 
In order to select variab les for constructing a precise 

equation, we conduct the all possible regression analysis.  

Based on the possible regression and the correlation  
analyses, X1, X2, X4, and X6 are selected as important factors 
for predict ing the cost excess ratio. 

A multip le regression analysis is applied to the 
measurement data of the pro jects as shown in Table I. Then, 
using X1, X2, X4, and X6, we obtain the estimated mult iple 
regression equation for predicting the cost excess ratio, Yc, 
given by Eq. (4) as well as the normalized multip le regression 
expression of Eq. (4), Yc

N, g iven by Eq. (5). 

1 2 4 60.005 0.143 0.092 0.090 0.882,CY X X X X= ⋅ + ⋅ − ⋅ − ⋅ +  
(4) 

1 2 4 6.0.485 0.479 0.426 0.458N

CY X X X X= ⋅ + ⋅ − ⋅ − ⋅      (5) 

In order to check the goodness-of-fit adequacy of our 
model, the coefficient of multiple determination (R2) is 
calculated as 0.772. Furthermore, the squared mult iple 
correlation coefficients, called the contribution ratio, adjusted 
for degrees of freedom (adjusted R2) is given by 0.706, and 
the derived Eq. (4) is significant at 1% level. The result of 
multip le regression analysis is summarized in Tables VIII and 
IX. 

From Table VIII, it is found that the accuracy of these 
multip le regression equations is high. Then, we can predict  
the cost excess ratio by using Eq. (4). From Eq. (5), the order 
of the degree affecting the objective variable Yc is 

X4<X6<X2<X1. Therefore, we conclude that the risk ratio, the 
number of contract problems, the design quality evaluation 
activities, and the number o f p lan problems have an important 
impact on the cost excess ratio. 

TABLE VIII TABLE OF ANALYSIS OF VARIANCE (Yc) 

 
TABLE IX ESTIMATED PARAMETERS (Yc) 

 
D. Multiple Regression Analysis (Delivery Delay Ratio) 

In order to select variab les for constructing a precise 
equation, we conduct the all possible regression analysis.  

Based on the possible regression and the correlation  
analyses, X1 and X2 are selected as important factors for 
predicting the delivery delay ratio. 

A multip le regression analysis is applied to the 
measurement data of the pro jects as shown in Table I. Then, 
using X1 and X2, we obtain the estimated multip le regression 
equation for predicting the delivery delay ratio, Yd, given by 
Eq. (6) as well as the normalized multiple regression 
expression of Eq. (6), Yd

N, given by Eq. (7): 

  1 20.002 0.150 0.940,dY X X= ⋅ + ⋅ +                  (6) 

    1 2.0.270 0.794N

d
Y X X= ⋅ + ⋅                          (7) 

In order to check the goodness-of-fit adequacy of our 
model, the coefficient of multiple determination (R2) is 
calculated as 0.801. Furthermore, the squared mult iple 
correlation coefficients, called the contribution ratio, adjusted 
for degrees of freedom (adjusted R2) is given by 0.776, and 
the derived Eq. (6) is significant at 1% level. The result of 
multip le regression analysis is summarized in Tables X and 
XI. 

From Table X, it is found that the accuracy of these 
multip le regression equations is high. Then, we can predict  
the delivery delay rat io by using Eq. (6). From Eq. (7), the 
order of the degree affecting the objective variable Yd  is X1< 
X2. Therefore, we conclude that the number of contract 
problems and the risk ratio have an important impact on the 
delivery delay ratio. 

TABLE X TABLE OF ANALYSIS OF VARIANCE (Yd) 

 
TABLE XI ESTIMATED PARAMETERS (Yd) 

 



GPEM Volume 1, Issue 2 August 2012, PP. 44-50 
- 48 - 

IV. ANALYSIS OF IMPROVEMENT EFFECT OF SOFTWARE 
DEVELOPMENT PROCESS  

In order to analyse the improvement effect of software 
development process, discriminant analysis is performed  by 
using the normalized data in Table I. Based on the same 
selected explanatory variables as the multiple regression 
analysis. The response variables for discriminant analysis, 
Z(Yq), Z(Yc), and Z(Yd), are defined as follows. 

• Z(Yq)=0: The software development project  will not have 
any software fau lts. (Yq=0) 

• Z(Yq)=1: The software development project will have 
some software faults. (Yq≥1) 

• Z(Yc)=0: The actual cost of software development pro ject 
will not exceed the software development budget.(Yc≤1.00) 

• Z(Yc)=1: The actual cost of software development pro ject 
will exceed the software development budget. (Yc≥1.01) 

• Z(Yd)=0: The actual period of software development  
project will not exceed the scheduled software 
development period. (Yd≤1.00) 

• Z(Yd)=1: The actual period of software development  
project will exceed the scheduled software   development 
period. (Yd≥1.01) 
A discriminant analysis is applied  to the normalized  data 

and the above response variables. Then, we obtain the 
estimated discriminant equations given by Eqs. (8), (9), and 
(10). 

1 2 6( ) 0.156 5.414 6.699 0.637,qZ Y X X X= − ⋅ + ⋅ + ⋅ +   (8) 

1 2 4 6( ) 0.160 4.587 0.475 4.289 4.715,cZ Y X X X X= − ⋅ − ⋅ − ⋅ + ⋅ +  (9) 

  1 2( ) 0.099 4.919 3.972.dZ Y X X= − ⋅ − ⋅ +       (10)
                      

 

If the discrimination score in Eqs. (8), (9), and (10) is 
more than 0, the response variable is 0, otherwise 1. The 
predicted response variables in Eqs. (8), (9), and (10) and 
actual measurement values are shown in Tab les XII, XIII, and 
XIV where we apply  actual measurement data in  all 19 
projects to the discriminated variables. In order to check the 
goodness-of-fit adequacy of our model, the discriminant 
hitting ratio is calculated as shown in Table XV from Tables 
XII, XIII, and XIV. From Table XV, it  is found that the 
accuracy of these discriminant equations is high.  

TABLE XII GENERAL JUDGMENT (Yq) 

 

TABLE XIII GENERAL JUDGEMENT (Yc) 

 
TABLE XIV GENERAL JUDGMENT (Yd) 

 
TABLE XV DISCRIMINANT HITTING RATIO 

 

So, in order to evaluate the improvement effect of 
software development process, we analyze 14 projects 
(Pro ject No.1-14) in which design quality evaluation activ ities 
were not carried out by using these discriminant equations. 
Then, we assume that projects (Project No.1-14) were carried 
out the design quality evaluation activities (X6=1). However, 
we do not analyze the improvement effect of software 
development process for delivery because X6 is not selected in 
Eq. (10). 

The predicted response variables and discrimination  
scores are calculated as shown in Tables XVI and XVII by 
using Eqs. (8) and (9). From Tables XVI and XVII, most 
predicted response variables (other than cost of Project No.14) 
indicate 0. Therefore, we conclude that quality and cost 
management measures are improved by carrying out the 
design quality evaluation activities. 
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TABLE XVI RESULT OF DISCRIMINANT (Yq) 

 
TABLE XVII RESULT OF DISCRIMINANT (Yc) 

 

V. CONCLUSIONS 
In this paper, we have quantitatively analyzed the effect of 

the software development process improvement by applying 
the methods of mult ivariate linear analyses to actual 
measurement data. 

As a result of principal analysis, we have found that cost 
and delivery are related to the risk rat io (init ial project risks) 
and the process monitoring activit ies, quality and cost related 
to the risk ratio (initial pro ject risks) and the design quality 
evaluation activities. Furthermore, the design quality 
evaluation activities have a beneficial effect  for improving 
QCD management measures because projects, in which the 
design quality evaluation activities were performed, have the 
good values of QCD management measures. 

As a result of mult iple regression analyses, we have found 
that the risk ratio (in itial pro ject risks) and the number of 
problems which was detected during contract review have an 
impact on software management measures about quality, cost, 
and delivery (QCD). Therefore, in order to lead a project to 
successful conclusion, it is important to conduct risk 
management, i.e., the understanding of risks, the identification 
of risks, and the early reduction of risks. Also it is important 
to use project management techniques as typified by process 
monitoring activities, to adequately conduct the contract 
review, and to early improve QCD related problems. 

As a result of discriminant analysis, the design quality 
evaluation activities have a beneficial effect  for improving 
QC management measures because most QC management 
measures of pro jects in which design quality  evaluation 
activities were not carried out are improved. 

Based on the result of statistical analysis above, in order to  
lead a software development pro ject to success, it is important 
to continually improve the software development process by 
conducting process monitoring activit ies and design quality 
evaluation activities.  

In the future, we continually need to improve the software 
development process by gathering more detailed and 
quantitative data of software development projects, 
statistically analyzing the data, and quantitatively evaluating 
the results of analyses. 
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