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Abstract- In this paper we represent the images as a collection of patches, each of which belongs to latent theme that is shared across 

images as well as categories [1]. Various face detection techniques have been proposed over the past decade. Generally, a large 

number of features are required to be selected for training purposes of face detection system. Often some of these features are 

irrelevant and do not contribute directly to the face detection algorithm. This creates unnecessary computation and usage of large 

memory space. In this paper we propose to enlarge the features search space by enriching it with more types of features. With an 

additional seven new feature types, we show how Genetic Algorithm (GA) can be used, within the Adaboost framework, to find sets 

of features which can provide better classifiers with a shorter training time. The technique is referred to as GA Boost for our face 

detection system. The GA carries out an evolutionary search over possible features search space which results in a higher number of 

feature types and sets selected in less time. Experiments on a set of images from BioID database proved that by using GA to search 

on large number of feature types and sets, GA Boost is able to obtain cascade of boosted classifiers for a face detection system that 

can give higher detection rates, lower false positive rates and less training time  but gives higher detection rates. 

Keywords- Genetic Algorithm; GA Boost; Adaboost Framework; Cascade of Classifiers; Adaboost 

I. INTRODUCTION 

To detect human faces in images in real-time is a real challenging problem. Viola and Jones [2] were the first who 

developed a real-time frontal face detector by introducing boosted cascade of simple features that achieves comparable 

detection and false positive rates to actual state-of-the-art systems.  

 

Fig. 1 Dependency between features carries useful information for object recognition. Top row A car wheel can be easily confused with a motorbike’s wheel, 

hence providing little information toward discriminating between the “car” and the “motorbike”. Bottom row knowing the existence of a “window”, a car 

wheel can be more easily distinguished, and therefore enhancing the discriminability between the “car” and the “motorbike.” 

Lienhart et al. [3] showed that by extending the basic feature types and sets, detectors with lower error rates are produced. 

However, extension of feature types automatically leads to much higher number of feature sets and expands the search space 

thus increases the training times. Recapitulating the research that is based on the publication of Viola and Jones we can see that 

there are mainly two problems to deal with: 1) Extending the feature sets and being able to search over these very large sets in 

reasonable time. 2) The best feature solution sets are not known in advance. To overcome these problems, we use GA in 

combination with Adaboost to search over a large number of possible features. Our goal is to find better cascade of classifiers 

by using a very large feature sets in less time, and achieve comparable or even better classification results compared to the 

cascade of classifiers that are trained exhaustively over a small feature sets. The use of Evolutionary Algorithms in the field of 

image processing, especially automatic learning of features for object detection has received growing interest. Treptow and 

Zell [4] showed that an evolutionary algorithm can be used within Adaboost framework in single stage classifiers to find 

features which provide better classifiers for object detections such as faces and balls. In 2006, J. S. Jang and J. H. Kim [10] 

introduced the employment of Evolutionary Pruning in cascaded structure of classifiers which has a purpose to reduce the 

number of weak classifiers found before by Adaboost for each stage of cascade training. However, this approach was aimed to 

focus more on increasing the performance of face detection speed by reducing the number of weak classifiers in already built 

cascade while ignoring the cascade training time. 
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Our approach is focus on reducing the computational training time to build 15 stages cascade of boosted classifiers while 

having similar or better cascade performance. In order to achieve that goal, we enrich the possible feature solutions by adding 

seven new types of features. These additional features will increase the size of the search space thus reduce the cascade of 

classifiers training time. GA is then implemented into Adaboost framework to select good features sets which represent sets of 

strong classifiers for each stage of cascade training. The cascade built consists of the combination of eight basic features and 

seven new feature types. As indicated in Fig. 2, simple facial features, such as the center of the face and the left and right 

borders within the bounding boxes. 

 

Fig. 2 Face detection with bounding boxes 

The paper is organized as follows: In the next section, Adaboost learning procedure is introduced. Section III describes 

cascade of boosted classifiers. In Section IV, application of GA into Adaboost framework to build cascade of classifiers using 

large number of feature types is introduced. This includes the characteristics of seven new feature types. Section V shows the 

result of performance of the cascade trained using GA compared with cascade trained exhaustively in terms of hit rates, missed 

rates, false positive rate and training time. The experiments were done by using open source software, Intel Open CV, as done 

in [3]. Section VI summarizes and concludes our proposed work and points out perspectives for further future research. 

II. ADABOOST LEARNING OF OBJECT DETECTORS 

Viola and Jones developed a reliable method to detect objects such as faces in images in real-time. An object that has to be 

detected is described by a combination of a set of simple Haar-wavelet like features shown in Fig. 3. 

 

Fig. 3 Five different basic types of rectangle features within their sub window of 24x24 pixels. These five types of  

features are the initial features used to train cascade of classifiers exhaustively. 

The sums of pixels in the white boxes are subtracted from the sum of pixels in the black areas. The advantage of using 

these simple features is that they can be calculated very quickly by using “integral image”. An integral image II over an image 

I is defined as follows  

 ∏(x,y)=∑x’<=x,y’<=y I(x
’
,y

’) (1) 

In [12], it is also shown that every rectangular sum within an image can be computed with the use of an integral image by 

four array references. A classifier has to be trained from a number of available discriminating features within a specific sub 

window in order to detect an object. The possible positions and scales of the five different feature types as shown in Fig. 3 

produce about 90,000 possible alternative features within a sub window size of 24x24 pixels. This number exceeds largely the 

number of pixels itself. Therefore, a small set of features which best describe the object to be detected, have to be selected. 

Adaboost is a technique that initially selects good classification functions, such that a final “strong classifier” will be formed, 

which is in fact, a linear combination of all weak classifiers. In the general context of learning features, each weak classifier 

hj(x) consists of one single feature fj: 

 hj(x)=


 

otherwise

PjVjxPjFj

:0

)(:1
 (2) 

Where Vj  is a threshold and pj a parity to indicate the direction of the inequality. The description of Adaboost algorithm to 

select a predefined number of good features given a training set of object recognition example images is shown in Fig.1. 

The Adaboost algorithm iterates over a number of T rounds. In each iteration, the space of all possible features is searched 
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exhaustively to train weak classifiers that consist of one single feature. During this training, the threshold Vj must be 

determined for the feature value to discriminate between positive and negative examples. Therefore, for each possible feature 

and given training set, the weak learner determines two optimal values (thresholds), such that no training sample is 

misclassified. For each weak classifier hj(x), the error value ej will be calculated using misclassification rate of all positive and 

negative training images. It gives each feature hj(x) trained with its respective error value ej which is between 0 and 1. The best 

feature ht(x) found with the lowest error rate ej will be selected as the weak classifier for this 1/T iteration. After the best weak 

classifier is selected, concerning all training examples are reweighted and normalized to concentrate in the next round 

particularly on those examples that were not correctly classified. At the end, the resulting strong classifier is a weighted linear 

combination of all T weak classifiers. 

III. CASCADE OF BOOSTED CLASSIFIERS 

This section describes an algorithm for constructing a cascade of classifiers which drastically reduces the computational 

time. The main idea is to build a set of cascade boosted classifiers which are smaller, but more efficient, that will reject most of 

the negative sub windows while detecting almost all positive instances. Input for the cascade is the collection of all sub 

windows also called scanning windows. They are first passed through the first stage in which all sub-windows will be 

classified as faces or non-faces. The negative results will be discarded while the remaining positive sub-windows will trigger 

the evaluation of the next stage classifier. The sub-windows that reach and pass the last layer are classified as faces (See Fig. 4). 

Every layer actually consists of only a small number of features. In the early stages, with only small number of selected 

features it is possible to determine the existence of a non-face. On the other hand, determining the presence of a face usually 

needs more features. The trained cascade boosted classifiers usually have an increasing number of features in each consecutive 

layer until its last layer and therefore became increasingly more complex. 

 

Fig. 4 Cascade from simple to complex classifiers with N layers 

During the training of the cascade of boosted classifiers, the number of features per layer or stage was driven through a 

“trial and error” process. In this process, the number of features was increased until a significant reduction in the false positive 

rate could be achieved. In our case, each stage was trained to eliminate 50% of the non-face patterns while falsely eliminating 

only 0.005% of the frontal face patterns; 15 stages were trained and a false alarm rate about 0.515 3x10-5 and a hit rate about 

0.99515 0.93 were expected. More features were added until the false positive rate on each stage achieved the desired rate while 

still maintaining a high detection rate. At each training stage, the false positive images from previous stages are added to the 

sets of negative or non-faces images and this set of images is used as negative images in the next training stage. 

IV. GENETIC ALGORITHM FOR FEATURE SELECTIONS 

Genetic Algorithms (GAs) are a family of computational models inspired by natural evolution. GAs comprise a subset of 

evolution-based optimization techniques focusing on the application of selection, mutation, and recombination or crossover to 

a population of competing problem solutions. In our paper, the chromosome of GA represents the specific type and location of 

one single feature in the sub-window of 24x24 pixels. Each chromosome has six genes. The first five genes are integer types 

which consist of: 

 type: type of feature 

 x: coordinate x in sub-window 

 y: coordinate y in sub-window 

 dx: width of feature 

 dy: height of feature 

The sixth gene contains fitness value between 0 and 1. As described previously in Adaboost, every trained feature or weak 

classifier produces an error value ej and the feature with the lowest ej will be selected. Therefore, fitness function chosen here is 

1- ej where i is the number between 1 and population size N. With this fitness function, the higher fitness value indicates the 

lower error value ej. To increase the possibility of selecting good features, we increase the number of feature types. The 

existing three feature types in Open CV as shown in Fig. 5 are added into the total feature sets. In addition to that, we add our 

new seven feature types which should increase the search space and possibilities of getting better cascade of classifiers with 

higher performance. 
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Fig. 5 The existing three types of features within their sub-window of 24x24 pixels. These feature sets are added in training  

of cascade of classifiers with GA search. 

In Fig. 6, features a, b, c and d with the style of an L-shape and an inverse L-shape should have the ability to distinguish the 

image of face and non-face based on the pattern of the side of the face specifically on the left and right foreheads, temples and 

jaw lines. Feature e is the inverse of the middle feature shown in Fig. 5. And lastly feature f should distinguish the pattern of 

both eyes region with forehead and feature g should make the difference between face images and non-face images based on 

the pattern of eyes location. With all these, the total feature types equaled to 15. As a result, while more valuable and better 

types of features might be created as the potential sets of good feature solutions, the search space of all of these feature types 

increased dramatically. Therefore GA is used to select the features and avoid the exhaustive search and high computational 

time. 

 

Fig. 6 The newly proposed seven types of features within their sub-window of 24x24 pixels. These feature sets are proposed and added  

in training of cascade of classifiers with GA search. 

The parameters of Genetic Algorithm are shown in Table1. In the first generation of GA, all chromosomes are randomly 

generated and evaluated to determine their fitness value. Ranking Scheme selection is used when all chromosomes are ranked 

based on their fitness values. The first chromosome will have the highest fitness value while the last one will have the lowest 

one. In each generation, half of the total populations will be selected and put into a mating pool and will become parent 

chromosomes. 

The two-point standard uniform crossover is applied here. Based on the crossover probability rate, pco, where pco Є {0, 1} 

two different chromosomes are chosen from the mating pool. Two random gene positions, m and n such that ,5 } and 

m ≠ n , are chosen randomly. Then, the genes at position m and n are crossover within these two parents to produce new 

children. In mutation process, mutation probability rate pmt where pmt 

take place on the chromosome chosen from the mating pool. Once mutation occurs, a single gene position is selected randomly. 

If the first gene type is selected, the new and different type of feature will be selected randomly between 1 and 15. While in the 

other cases such as genes x, y, dx or dy, its value will be added with an integer value randomly chosen between -2 and +2. 

All parent chromosomes that have undergone crossover and mutation process will produce new children chromosomes and 

they are re-evaluated to determine their fitness values, 1-ei. The new chromosomes with high fitness values will have a better 

chance to be selected and inserted into GA population. For the new chromosomes that become invalid or no longer feasible, for 

example the sum of their x-coordinate and their width exceed the allowed width of the sub-window, here is 24x24, then their 

fitness value will be assigned with zero, in other words, these features are not the good features and they shall be discarded. 

While the chromosomes with modest or average fitness values will not have a good opportunity to be selected for the next 

generation.  

The 200-GA population size chosen is the result of a trial and error process in which a trade-off is made between speed and 

error rate. The size of a population should be sufficiently large to create sufficient diversity covering the possible solution 

space. Other parameters of GA are the probabilities for crossover and mutation operators. In their paper, Treptow and Zell had 

preferred 20% of crossover rate and 80% of mutation rate. Since they used EA to select about 200 features in only a single 

stage of classifiers, the ratio used seems to be reasonable. 
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TABLE 1 PARAMETERS USED IN GENETIC ALGORITHM 

 

In our case, crossover rate was 90% and mutation rate was 10%. This is due to the fact that the training of 15 stages 

cascade of classifiers is slightly different from the training of a single stage classifiers as described in Section 3 even though 

both use Adaboost algorithm. At each different stage in the cascade training, GABoost will select features from slightly 

different search spaces. This is due to the new generated images samples incorrectly classified (false positive) in the previous 

stages that are added into the training sets. In order to avoid early local optima or to loose good features solutions, the 

exploration of feature search space should have higher priority. So, to train cascade of classifiers which involved 15 stages, as 

in our case, the ratio 9:1 crossover-mutation rate seems to be logical and reasonable. 

V. EXPERIMENTAL RESULTS WITH GABOOST ALGORITHM 

In this section, we compare the performance of the 15 stages cascade of classifiers that has been built in two different 

techniques: (1) Adaboost with exhaustive feature selections (ExBoost) and (2) Adaboost with GA to select features (GABoost). 

ExBoost searches over only five basic feature types while GABoost searches over a larger set of 15 feature types. The training 

sets used consist of 7,000 positive images and 3,000 negative images from various sources (See Fig. 7). The dimensions of 

these gray value images are 24x24 pixels and they are different from one another. 

 

Fig. 7 Examples of faces and non-faces images in the training set 

The test set consists of face dataset images from BioID. This dataset contains 1,200 face images with different people, 

gender, face expression, size and location, level of illumination and also appearance of non-face objects. The examples are 

shown in Fig. 8. All images in the training and testing datasets are different from one to another. 

 

Fig. 8 Examples of images containing faces with various conditions used in the BioID test set 

The total trainings were stopped after a set of 15 cascaded stages have been built. The population size is 200, all 

chromosomes are initialized randomly, crossover rate is 0.9 and mutation rate is set to 0.1. GA is converged and will stop if no 

better single feature is found within the next 50 consecutive generations. In case of no convergence, GA will stop as well if it 

reaches the maximum number of generations which is set to 200. Experiments were carried out on an Intel Pentium IV 3.0 

GHz processor. GABoost was run 10 times and the average results are taken. In Table 2, we can see that GABoost performs 

3.7 times faster than ExBoost. The comparison of computational training time between ExBoost and GABoost in the ten 

experiments is shown in Fig. 9. 

TABLE 2 TRAINING TIME TAKEN TO BUILD 15 STAGES CASCADE OF CLASSIFIERS AND THEIR NUMBER OF FEATURES SELECTED 
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Fig. 9 Comparison of computational training time between ExBoost and GABoost in ten experiments 

Table 2 also shows the total number of features found by both algorithms. We can see that GABoost selected more features 

compared to ExBoost. However, with less training time, selection of a single feature just requires 139.9 seconds in GABoost 

while in ExBoost, 336.4 seconds are needed to find a single feature. This showed that selection of a single feature is 5.9 times 

faster in GABoost than in ExBoost. 

Table 3 presents the average hit rate of GABoost (90.13%) is slightly superior to the hit rate of ExBoost (90.01%). From 

the experiments also, the best hit rate achieved by GABoost is 94.25% while the worst hit rate is 85.68%. GABoost also 

performs better in false positive rates. False positive rate is calculated based on the sum of all false positives rectangles 

detected divided by the total number of detection rectangles in the whole test sets. The examples are shown in Fig. 10. In our 

experiments, the average false positive rate achieved by GABoost is 61.56%, which is lower than false positive rate of 

ExBoost (62.97%). The hit rates and false positive rates of the ten experiments of GABoost are shown in Fig. 11. 

TABLE 3 COMPARISON OF HIT RATES AND FALSE POSITIVE RATE PERFORMED  

BY THE CASCADES OF CLASSIFIERS BUILT BY EXBOOST AND GABOOST 

 

 

Fig. 10 The examples of the test images show faces are detected. With the small rectangles the top three images however 

 show false positive detections in single image while in the bottom three images, detection of faces are done perfectly. 

In Table 4, the results of the seven newly proposed feature types are examined. For each feature type a, b, c, d, e, f and g in 

Fig. 6, the average number of times that they are selected during cascade training using GABoost is shown. 

TABLE 4 DETAILS OF THE AVERAGE NUMBER OF SEVEN NEW FEATURE TYPES SELECTED BY GABOOST 
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These seven feature types contribute about 21% of the total features selected by GABoost in various stages. 

 

Hit rates and False Positive rates in GABoost and ExBoost 

 

(a)                                  (b)                                  (c) 

Fig 11: Examples of the labeling procedure for face and helicopter categories. For each category (each row), Column (a) shows an unlabeled training image. 

Column (b) shows the image with labeled regions. Column(c) shows the several sub regions used for labeling one of the region in the center column. This 

figure is best viewed in colors. 

Among them, feature types a, e and f have important roles in the cascade training as they are selected for many times. 

These three feature types contributes about 76.17% of the total seven new feature types proposed and about 15.67% of the total 

features selected in the cascades of boosted classifiers built by GABoost. Feature types b and c have little impact on the 

cascades as they were selected for only 15.4 and 11.5 times. These numbers represent only 4.26% of the total features selected. 

Table 4 also shows that feature types d and g cannot be considered as good feature types since they are rarely selected in the 

cascade training. Fig. 11 shows the distributions of number of feature types selected among these six new feature types. 

VI. CONCLUSION 

In this paper, we have extended the work of Treptow and Zell by implementing GA inside the AdaBoost framework to 

select features. Fifteen stages of cascaded classifiers are set up rather than building just a single stage classifier only. Seven 

new feature types were proposed in order to increase the quality of feature solutions. As a consequence, the feature solutions 

sets become bigger and we have shown how GA can be used to overcome the problem of feature selections in this huge search 

space. Training time was drastically reduced and the cascade of boosted classifiers trained using GABoost has achieved a 

better hit rate and lower false positive rate compared to the original exhaustive technique. This lower false positive rate might 

happen due to the higher number and more varieties of features types selected by GABoost. We have also shown that the best 

cascade of boosted classifiers obtained by GABoost has outperformed the original cascade built exhaustively in computational 

training time, hit rate and false positive rate. On the other hand, the seven new feature types have shown different levels of 

importance in this training. Three of these new feature types have shown very significant roles in the training of cascade of 

boosted classifiers. However, we believe that the performance of these seven feature types could be different if another set of 

training samples is used. Nevertheless, they are many directions for further research in this field. Other search algorithms such 

as Memetic Algorithm [13] may be used to replace GA to select features in cascade training. 

In GA itself, the dynamic rates of crossover and mutation could also be implemented and analyzed. This dynamic rate had 

been used as a tuning tool in one part of the research. On the other hand, since the speed of detection rate was not addressed in 

this paper and by looking at the number of features selected, it seems that the performance of the face detector will be slightly 

slower. Thus, the improvement of the cascaded classifiers built by GABoost with very large feature types could be done by 

using the Evolutionary Pruning, an approach introduced recently in 2006 by J. S. Jang and J. H. Kim. Its purpose is to reduce 

the number of weak classifiers while maintaining the performance achieved by the cascade of classifiers. 
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